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¨ Transformer-based models have achieved great success in multiple 
fields
o Very powerful
o Large model size
o High computational overhead

¨ What do we want ?
o Powerful
o Small model size
o Fast inference speed

Trade-off



Background
5

¨ Transformer (encoder) architecture

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥
𝑄𝐾!

𝑑"
𝑉

𝑛: Sequence length 𝑑: Dimension of hidden states

Total complexity: 𝑂(𝑛!𝑑𝑁)

Computational 
Complexity 
𝑂(𝑛#𝑑)
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¨ Linear Quantization
o Quantize: 𝑞 = 𝑅𝑜𝑢𝑛𝑑 𝑆(𝑓 − 𝑍) Dequantize: 𝑓 = $

% + 𝑍

o Symmetrical:      𝑆 = #!"#&'
()*(|-|) 𝑍 = 0

o Asymmetrical:   𝑆 = #!"#&'
()* - &(/0 -

𝑍 = 𝑚𝑖𝑛(𝑥)

¨ Non-linear Quantization
¨ Tools

o TensorFlow Lite
o torch.quantization
o Nvidia Apex

Matmul
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Knowledge Distillation
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¨ Goal: Compress a heavy teacher model into a lightweight student 
model while maintaining its performance.

¨ Method: Let the student model imitate the teacher model.

¨ Tools: TextBrewer (https://github.com/airaria/TextBrewer)

𝐿!" = %
𝒙∈𝒳

𝐿(𝑓 & 𝒙 , 𝑓 ' (𝒙))

KD Layers 𝒇(𝒙) 𝑳(?)

Embedding-layer distillation output of the embedding layer MSE

Attention-layer distillation query-key / value-value matrices MSE / KL

Hidden-layer distillation output hidden states of corresponding sub-layers MSE / Cos

Prediction-layer distillation soft labels CE / MSE

https://github.com/airaria/TextBrewer
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[1] https://zhuanlan.zhihu.com/p/273378905

KD Methods

KD at Pre-training Stage KD at Fine-tuning Stage

Embed Query-Key Value-Value Hidden Prediction Embed Query-Key Hidden Prediction

BERT-PKD MSE CE

DistilBERT Cos CE

TinyBERT MSE MSE MSE MSE MSE MSE CE

MobileBERT KL MSE MSE

MiniLM KL KL

https://zhuanlan.zhihu.com/p/273378905
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¨ Background
o Learning accurate news representations from news texts is the prerequisite 

for high-quality news recommendation.
o Pre-trained language models (PLMs) are powerful in text modeling and have 

been employed for news understanding in news recommendation.
n E.g. PLM-NR (SIGIR 2021)



Tiny-NewsRec
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¨ Motivation
o [Effectiveness] PLMs are usually pre-trained on general corpus (e.g. 

BookCorpus, Wikipedia), which have some gaps with the news domain. 
Directly finetuning PLMs with the news recommendation task may be sub-
optimal for news understanding. 

o [Efficiency] Deploying these PLM-based news recommendation models to 
provide low-latency online services requires extensive computational 
resources.  
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¨ Approach
o [Effectiveness] A self-supervised domain-specific post-training method.
o [Efficiency] A two-stage knowledge distillation method with multiple 

teachers.



Tiny-NewsRec
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¨ PLM-based News Recommendation Model



Tiny-NewsRec
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¨ Domain-specific Post-training (before finetuning)
o A self-supervised matching task between news titles and 

news bodies.
o Contrastive learning

n Anchor: news body
n Positive sample: the corresponding news title
n Negative samples: randomly select 𝑁 other news titles

o The news encoder can generate more discriminative 
news representations.



Tiny-NewsRec
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¨ Two-stage Knowledge Distillation with Multiple Teachers



Tiny-NewsRec
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¨ First-stage Knowledge Distillation
o Force the student news encoder imitate the domain-specifically post-trained 

teacher news encoder in the matching task between news titles and news 
bodies.



Tiny-NewsRec
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¨ Second-stage Knowledge Distillation
o Use multiple domain-specifically post-trained teacher models to transfer 

more comprehensive knowledge to the student during finetuning.
o For each training sample, assigning a weight to each teacher according to its 

performance.
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¨ Experiments
o Datasets

n MIND (https://msnews.github.io), Feeds
n News

o Baselines:
n PLM-NR (Finetune)
n PLM-NR (Further Pre-train)
n TinyBERT
n NewsBERT

https://msnews.github.io/
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¨ Performance Comparison
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¨ Effectiveness of Multiple Teacher 
Models

¨ Effectiveness of Two-stage Knowledge 
Distillation
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¨ Sharing parameters across layers
o A form of regularization

¨ What to share ?
o Parameters in Attention
o Parameters in FFN
o Both

¨ Who to share ?
o Share across all layers
o Share across every 𝑁/𝑀 layers
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¨ General idea: Approximate the quadratic-cost self-attention mechanism
o Sparse attention
o Low-rank approximation
o Kernelization
o Additive attention
o …
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¨ LongFormer

o Sliding window: each token only attend to 𝜔/2 tokens on each side -> reception field 
N×𝜔

o Dilated sliding window: the window has gaps of size 𝑐 -> reception field  N×𝑐×𝜔
o Global attention: few pre-selected input locations
o Complexity: 𝑂(𝑛𝜔𝑑)
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¨ Big Bird

o Random attention: each token attends over 𝑟 random keys
o Window attention: each token only attends to 𝜔/2 tokens on each side
o Global attention: 𝑔 global tokens attending on the entire sequence
o Complexity: 𝑂(𝑛 𝜔 + 𝑟 𝑑)

Complexity Reduction of Self-attention
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¨ Linformer
o Add two projection matrices 𝐸(, 𝐹) ∈ ℝ*×,

𝑄𝑊(
-: 𝑛×𝑑 𝐸(𝐾𝑊(

!: 𝑘×𝑑 𝐹(𝑉𝑊(
.: 𝑘×𝑑

p When 𝑘 = 𝑂(𝑑/𝜖/), one can approximate 𝑃 A 𝑉𝑊(
.

using linear self-attention with 𝜖 error.
p Complexity: 𝑂 𝑛𝑘𝑑

Complexity Reduction of Self-attention
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¨ Fastformer
o Replace self-attention with additive 

attention.
o 𝑞: global query vector

o 𝑘: global key vector

o Use element-wise product to model 
the interaction 
between 𝑞 and attention keys / 𝑘
and attention values.

o Complexity: 𝑂 𝑛𝑑

Complexity Reduction of Self-attention



Complexity Reduction of Self-attention

¨ Effectiveness Comparison
o Text classification

o Text summarization

30



Complexity Reduction of Self-attention

¨ Efficiency Comparison

31
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Conclusions

¨ Quantization / Mixed Precision
¨ Knowledge Distillation

o How to reduce the training cost of multiple teacher models?
o Can we add feedback from the student model to the teacher model?

¨ Weight Sharing
¨ Complexity reduction of self-attention
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