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Finetuning

p Pre-train -> Finetune (NLP Paradigm #3)
p Some tricks

"The lower layer of the PLM may contain more general information."
p Layer selection: select the most effective layer(s) for the downstream task.
p Layer-wise decreasing learning rate
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How to Fine-Tune BERT for Text Classification. Sun et al. 2019.



Finetuning

p Some tricks 
p Self-ensemble & Self-distillation: improve the stability of finetuning.

p Self-ensemble

p Self-distillation
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Improving BERT Fine-Tuning via Self-Ensemble and Self-Distillation. Xu et al. 2020.
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p Some tricks 
p Self-ensemble & Self-distillation: improve the stability of finetuning.
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Improving BERT Fine-Tuning via Self-Ensemble and Self-Distillation. Xu et al. 2020.
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Domain-adaptive Finetuning

p The PLM is usually pre-trained on general corpora.
p BookCorpus
p Wikipedia
p CCNews, OpenWebText, CommonCrawl, etc.

p Narrow the data distribution gap between the 
pre-training data and the downstream task data.

7

Don’t Stop Pretraining: Adapt Language Models to Domains and Tasks. Gururangan et al, ACL 2020 Honorable Mention Papers.



Domain-adaptive Finetuning

p Self-supervised task on downstream domain corpora
p Domain-adaptive pre-training (DAPT) / Task-adaptive pre-training (TAPT)
p Contrastive Learning, etc.

p Supervised relevant task
p Sequential
p Parallel (i.e., multi-task finetuning)
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Prompt-based Learning

pMotivation
p The PLM need to be finetuned for every new downstream task.
p Finetuning is costly for extremely large PLMs.

p E.g., T5 (11B), GPT-3 (175B)
p Finetuning requires thousands to hundred of thousands task-specific examples.

p Human can perform a new language task with a few examples or simple instructions.

p Solution
p In-context learning (prompt + demonstration) -> prompt-based learning
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Prompt-based Learning
11

Language Models are Few-Shot Learners. Brown et al. 2020.

demonstration



Prompt-based Learning

p Definition: Prompt is the technique of making better use of the 
knowledge from the PLM by adding additional texts to the input.

p Basic framework

12

input text 𝑥 prompt 𝑥! filled prompt "𝑥 output "𝑦

Step I. Prompt Addition Step II. Answer Search Step III. Answer Mapping



Prompt-based Learning

p Prompt addition
p Design a template with two slots: input slot [X] and answer slot [Z].
p Fill slot [X] with the input text 𝑥.

p E.g., sentiment analysis (prefix prompt)
template = "[X] The movie is [Z]."
input text 𝑥 = "I love this movie."
prompt 𝑥′ = "I love this movie. The movie is [Z]."

p E.g., named entity recognition (cloze prompt)
template = "[X1] [X2] is a [Z] entity."
input text [X1] = "Mike went to Paris." [X2] = "Paris"
prompt 𝑥′ = "Mike went to Paris. Paris is a [Z] entity."
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Prompt-based Learning

p Answer search
p Search for text 𝑧̂ ∈ 𝒵 that maximize the score of a PLM 𝑃((; 𝜃).

p 𝒵 can be the entire vocabulary set, or a small subset specific to the target task.
p The search function can be implemented as argmax or sampling.

p E.g., 𝒵 = {"excellent", "good", "OK", "bad", "horrible"} for sentiment analysis.
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Prompt-based Learning

p Answer mapping
p Map the answer 𝑧̂ to the output ,𝑦.
p Multiple answers can result in the same output.
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Prompt-based Learning

p Pre-train -> Prompt -> Predict (NLP Paradigm #4)
p Narrow the gap between the pre-training task 

and the downstream task.
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Finetuning Prompting



Prompt-based Learning

p Human efforts
p Prompt engineering

p Answer engineering
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Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. Liu et al. 2021.



Prompt-based Learning

p Human efforts
p Prompt-based training strategies

18

Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. Liu et al. 2021.

zero-shot

few-shot



Prompt-based Learning

p Making Pre-trained Language Models Better Few-shot Learners. (ACL 2021)
p "Finding the right prompts, however, is an art – requiring both domain expertise 

and an understanding of the language model’s inner workings."
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Making Pre-trained Language Models Better Few-shot Learners. Gao et al. ACL 2021.

🤔



Prompt-based Learning

p Making Pre-trained Language Models Better Few-shot Learners. (ACL 2021)
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Making Pre-trained Language Models Better Few-shot Learners. Gao et al. ACL 2021.



Prompt-based Learning

p Making Pre-trained Language Models Better Few-shot Learners. (ACL 2021)
p Automatic selection of label words (given a fixed template 𝒯)

p For each class 𝑐, select top 𝑘 words that maximize the total probability of 𝐷!"#$%& using 
the initial PLM.

p Further find the top 𝑛 words that maximize zero-shot accuracy on 𝐷!"#$%.
p Finetune all top 𝑛 assignments and select the best one on 𝐷'().
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Making Pre-trained Language Models Better Few-shot Learners. Gao et al. ACL 2021.



Prompt-based Learning

p Making Pre-trained Language Models Better Few-shot Learners. (ACL 2021)
p Automatic generation of templates (given a fixed set of label words ℳ(𝒴))

p Conduct simple conversions to each training sample (𝑥$%, 𝑦) ∈ 𝐷!"#$%.

p Use T5 to fill in missing spans.
p Use beam search to decode multiple templates.
p Finetune each generated templated on 𝐷!"#$%

and select the best one on 𝐷'().
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Making Pre-trained Language Models Better Few-shot Learners. Gao et al. ACL 2021.



Prompt-based Learning

p Making Pre-trained Language Models Better Few-shot Learners. (ACL 2021)
p Finetune with demonstrations

p Use the pre-trained SBERT to generate the embeddings of each training sample 𝑥$%
(&).

p Randomly sample one example (𝑥$%
(&), 𝑦(&)) from the top 50% samples that most similar 

to 𝑥$%.
p Convert to filled prompt ,𝒯(𝑥$%

& , 𝑦(&)) and concatenate with 𝑥$%.
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Making Pre-trained Language Models Better Few-shot Learners. Gao et al. ACL 2021.



Prompt-based Learning

p Making Pre-trained Language Models Better Few-shot Learners. (ACL 2021)
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Prompt-based Learning

p Making Pre-trained Language Models Better Few-shot Learners. (ACL 2021)
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Parameter-efficient Finetuning

p Motivation: Finetuning the entire PLM is parameter inefficient.
p Solution: Fix the PLM and only finetune a few additional parameters.

p Adapter
p Prefix-tuning & Prompt-tuning
p Low-rank adaptation
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Parameter-efficient Finetuning

p Parameter-Efficient Transfer Learning for NLP (ICML 2019)
p Add some small adapter modules between layers of the PLM.
p A new set of adapters are added and finetuned for every new task.
p Adapter modules

p small number of parameters
p origin dimension 𝑑, projection dimension 𝑚
p total number of parameters = 2𝑚𝑑 + 𝑑 +𝑚

p near-identity initialization
p skip-connection
p near-zero initialization for projection layers
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Parameter-Efficient Transfer Learning for NLP. Houlsby et al. ICML 2019.



Parameter-efficient Finetuning

p Parameter-Efficient Transfer Learning for NLP (ICML 2019)
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Parameter-Efficient Transfer Learning for NLP. Houlsby et al. ICML 2019.



Parameter-efficient Finetuning

p Prefix-Tuning
p Inspired by prompting: having a proper context can steer the LM without 

changing its parameters.
p Optimize a small continuous task-specific vector (called the prefix).
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Prefix-Tuning: Optimizing Continuous Prompts for Generation. Li et al. ACL 2021.



Parameter-efficient Finetuning

p Prompt-Tuning
p A simplification of prefix-tuning.
p Only allow an additional 𝑘 tunable tokens per downstream task to be prepended 

to the input text.
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The Power of Scale for Parameter-Efficient Prompt Tuning. Lester et al. EMNLP 2021.



Parameter-efficient Finetuning

p LoRA: Low-Rank Adaptation of Language Models (2021)
p Hypothesize: The change in weights during model adaptation has a low 

"intrinsic rank".
p Inject trainable rank decomposition matrices into each layer of the PLM.

p Only adapt the attention weights (i.e., 𝑊! ,𝑊" ,𝑊# ,𝑊$).
p No additional inference latency.
p Cannot put samples of different tasks into the same batch.
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LoRA: Low-Rank Adaptation of Large Language Models. Hu et al. 2021.



Parameter-efficient Finetuning

p Low-Rank Adaptation of Language Models (2021)
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Conclusion

p Finetuning requires carefully selected learning rate and output layers.
p Domain-adaptive finetuning is usually helpful when applying the PLM to a 

new downstream domain.
p Prompt-based learning is a hot new paradigm with little theoretical analysis. 

How to design better templates and answers is still an open question.
p Parameter-efficient finetuning is also a hot research topic due to its high 

efficiency and applicability in few-shot settings.
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