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Background

n Introduction to recommendation systems

A general recommendation system pipeline.

A real-world recommendation system framework.
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Background

n Introduction to recommender systems
p Two key elements: item & user 
p Item modeling & user modeling: Capture the characteristics of the item/user for specific tasks.
p Previous method

Ø Expertise-based feature engineering.

ID, text descriptions, 
images, etc.

ID, demographic information,
historical behaviors, etc.

p Deep learning-based methods
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Background

n Why do we need model pre-training? The data sparsity problem.
p Most existing methods heavily rely on task-specific labeled data (supervised learning).
p Task-specific labeled data tend to be scarce in recommendation systems.

Ø Some user-related labels are privacy-sensitive (e.g., age, income level).
Ø Some behaviors are naturally sparse (e.g., traveling, purchasing).
Ø The recommendation system updates rapidly (e.g., hundreds/thousands of new items/users are 

added to the system every day).
p Limited labeled data leads to poor item/user modeling performance for supervised learning methods.
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Background

n The pre-training paradigm
p Labeled data are limited and expensive while unlabeled data are abundant and cheap.
p Pre-train: Train the model to capture general knowledge on massive unlabeled data in an 

unsupervised/self-supervised manner. 
p Fine-tune: Transfer the general knowledge and learn task-specific knowledge in a supervised manner.

Step I: Pre-train Step II: Fine-tune

Step I: Pre-train
Step II: Domain

Adaptation Step III: Fine-tune
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Model Pre-training for Item Modeling

n How to capture transferable features for items?
p Domain-specific data

Ø Only valid in a specific domain.
Ø E.g., item ID, category ID, etc.

p General data
Ø Can be generalized across domains.
Ø E.g., text descriptions, images, etc.
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Model Pre-training for Item Modeling

n How to capture transferable features for items?
p Incorporate texts / entities into item modeling.

Wu et al. Empowering News Recommendation with Pre-trained Language Models. SIGIR 2021.

markets with different languages
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Model Pre-training for Item Modeling

n How to capture transferable features for items?
p Incorporate texts / entities into item modeling.

Liu et al. KRED: Knowledge-Aware 
Document Representation for News 
Recommendations. RecSys 2020.

various 
news-related 

tasks
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Model Pre-training for Item Modeling

n How to capture transferable features for items?
p Incorporate images / multi-modal features into item modeling.

Sun et al. Multi-modal Knowledge Graphs for Recommender Systems. CIKM 2020.

images

texts

entities in KG
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Model Pre-training for Item Modeling

n How to capture transferable features for items?
p Incorporate item-related reviews into item modeling.

Qiu et al. U-BERT: Pre-training User Representations for Improved Recommendation. AAAI 2021.

Transfer

Transfer

Masked Opinion 
Token Prediction

Opinion 
Rating 

Prediction
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Model Pre-training for Item Modeling

n The domain adaptation problem for pre-trained models
p The PLM is usually pre-trained on general corpora.

Ø BookCorpus
Ø Wikipedia
Ø CCNews, OpenWebText, CommonCrawl, etc.

p There is a domain gap between the pre-training corpora and the 
downstream task texts.

p Simply fine-tuning on limited labeled data may be insufficient to 
mitigate the domain shift problem.

Gururangan et al. Don’t Stop Pretraining: Adapt Language Models to Domains and Tasks. ACL 2020.
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Model Pre-training for Item Modeling

n The domain adaptation problem for pre-trained models
p Domain-adaptive pre-training (DAPT)
p Task-adaptive pre-training (TAPT)
p Domain-specific post-training (DP)

Ø Given a news body 𝑛𝑏, train the PLM the identify the 
corresponding news title 𝑛𝑡! from a set of candidates.

Gururangan et al. Don’t Stop Pretraining: Adapt Language Models to Domains and Tasks. ACL 2020.
Yu et al. Tiny-NewsRec: Effective and Efficient PLM-based News Recommendation. EMNLP 2022.

Step I: Pre-train
Step II: Domain

Adaptation Step III: Fine-tune
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Model Pre-training for Item Modeling

n When item modeling meets LLM
p Utilize the powerful text understanding ability and inherent

world knowledge of LLM to generate the item embedding.

Li et al. Text Is All You Need: Learning Language Representations for Sequential Recommendation. 
KDD 2023.
Wang et al. Zero-Shot Next-Item Recommendation using Large Pretrained Language Models. 
arXiv 2023.
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Model Pre-training for Item Modeling

n When item modeling meets LLM
p The domain adaptation problem still exists!

Touvron et al. LLaMA: Open and Efficient Foundation Language Models. arXiv 2023.
Cui et al. ChatLaw: Open-Source Legal Large Language Model with Integrated External Knowledge Bases. arXiv 2023.
Li et al. EcomGPT: Instruction-tuning Large Language Models with Chain-of-Task Tasks for E-commerce. arXiv 2023.
Wang et al. HuaTuo: Tuning LLaMA Model with Chinese Medical Knowledge. arXiv 2023.

Instruction 
Tuning
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Model Pre-training for User Modeling

nHow to capture transferable features for users?
p ID-based data ❌
pUsers do not have general data such as text descriptions or images.
pThe user model is first pre-trained on massive unlabeled user behavior data (e.g., browsing 

history) in a source domain and then transferred to various downstream user-oriented tasks.

nChallenges
pHumans are more complex than texts/images. User interests are diverse and versatile.
pUser behavior sequences are discrete and contain heavy noise as well.

User behavior sequence Pre-trained user model Pre-trained user representation Downstream task model
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Model Pre-training for User Modeling

n Behavior prediction-based methods
p Apply NLP pre-training methods to user behavior sequences.
p Next behavior prediction (GPT): predict the next behavior based on previous behaviors.

p Masked behavior prediction (BERT): predict the masked behavior based on the remaining behaviors.

Yuan et al. Parameter-Efficient Transfer from Sequential Behaviors for User Modeling and Recommendation. SIGIR 2020.
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Model Pre-training for User Modeling

n Behavior prediction-based methods
p PTUM: masked behavior prediction + next 𝐾 behaviors prediction.

p IDA-SR: next behavior prediction + masked behavior prediction + permuted behavior prediction

Wu et al. PTUM: Pre-training User Model from Unlabeled User Behaviors via Self-supervision. Findings of EMNLP 2020.
Mu et al. ID-Agnostic User Behavior Pre-training for Sequential Recommendation. CCIR 2022.
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Model Pre-training for User Modeling

n Behavior prediction-based methods
p Predict the exact behavior given a context.
p There is a gap between the behavior-level prediction task and the sequence-level user modeling 

task.
p Existing methods try to model the correlation between behaviors while lacking sequence-level

representation learning.
p The behavior set (>1M) can be much larger than the vocabulary set in PLMs (32K~250K), which 

makes the prediction task much more difficult.
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Model Pre-training for User Modeling

n Contrastive learning-based methods
p Apply contrastive learning to user behavior sequences.

data 
augmentation encoder

augmented
views

input
sequences embeddings

contrastive loss 
(e.g., InfoNCE)
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Model Pre-training for User Modeling

n Contrastive learning-based methods
p Apply contrastive learning to user behavior sequences.
p CL4SRec: mask + crop + reorder

p May not hold the basic assumption of contrastive learning: the augmented views should be 
semantically consistent.

Xie et al. Contrastive Learning for Sequential Recommendation. ICDE 2022.
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Model Pre-training for User Modeling

n Contrastive learning-based methods
p The semantic inconsistency problem for contrastive learning-based pre-training methods.
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Model Pre-training for User Modeling

n Contrastive learning-based methods
p The semantic inconsistency problem for contrastive learning-based pre-training methods.

Original
Behavior
Sequence

Mask [MASK]

Crop

Mask-and-Fill

Substitute

[MASK][MASK] [MASK][MASK]

Space technology Politics Basketball Noisy behavior

Original
Behavior
Sequence

Mask [MASK]

Crop

Mask-and-Fill

Substitute

[MASK][MASK] [MASK][MASK]

Space technology Politics Basketball Noisy behavior
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Model Pre-training for User Modeling

n Contrastive learning-based methods
p The semantic inconsistency problem for contrastive learning-based pre-training methods.

Gao et al. SimCSE: Simple Contrastive Learning of Sentence Embeddings. EMNLP 2021. 
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Model Pre-training for User Modeling

n Contrastive learning-based methods
p The semantic inconsistency problem for contrastive learning-based pre-training methods.
p CoSeRec: Take item correlation into consideration

memory-based correlation

model-based correlation

Liu et al. Contrastive Self-supervised Sequential Recommendation with Robust Augmentation. arXiv 2021.
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Model Pre-training for User Modeling

n Contrastive learning-based methods
p The semantic inconsistency problem for contrastive learning-based pre-training methods.
p CCL: Generate high-quality positive samples with mask-and-fill

Bian et al. Contrastive Curriculum Learning for Sequential User Behavior Modeling via Data Augmentation. CIKM 2021.

an MLM model
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Model Pre-training for User Modeling

n Contrastive learning-based methods
p The semantic inconsistency problem for contrastive learning-based pre-training methods.

Yu et al. AdaptSSR: Pre-training User Model with Augmentation-Adaptive Self-Supervised Ranking. NIPS 2023.

Original
Behavior
Sequence

Mask [MASK]
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Mask-and-Fill
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Model Pre-training for User Modeling

n Contrastive learning-based methods
p The semantic inconsistency problem for contrastive learning-based pre-training methods.
p AdaptSSR: Replace the contrastive learning task with a self-supervised ranking task.

Ø User model ℳ, user behavior sequence 𝑆 = 𝑥", 𝑥#, … , 𝑥$
Ø Input 𝑆 into ℳ twice with different independently sampled dropout masks → 𝒖, 𝒖! (implicit 

data augmentation)
Ø Input the augmented behavior sequence -𝑆 into ℳ→ .𝒖 (explicit data augmentation)
Ø Input the behavior sequence of another user into ℳ→ 𝒖%

Ø Pre-training objective: sim 𝒖, 𝒖! ≥ sim 𝒖, .𝒖 ≥ sim 𝒖, 𝒖%

Yu et al. AdaptSSR: Pre-training User Model with Augmentation-Adaptive Self-Supervised Ranking. NIPS 2023.
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Model Pre-training for User Modeling

n Contrastive learning-based methods
p The semantic inconsistency problem for contrastive learning-based pre-training methods.
p AdaptSSR: Replace the contrastive learning task with a self-supervised ranking task.

Yu et al. AdaptSSR: Pre-training User Model with Augmentation-Adaptive Self-Supervised Ranking. NIPS 2023.
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Model Pre-training for User Modeling

n Contrastive learning-based methods
p The semantic inconsistency problem for contrastive learning-based pre-training methods.
p AdaptSSR: Replace the contrastive learning task with a self-supervised ranking task.

Ø Pre-training objective: sim 𝒖, 𝒖! ≥ sim 𝒖, .𝒖 ≥ sim 𝒖, 𝒖%

Ø Multiple pairwise ranking loss (MPR) with in-batch hard negative sampling

Ø Augmentation-adaptive fusion
ü The effects of data augmentation vary significantly across 

different behavior sequences.

Yu et al. AdaptSSR: Pre-training User Model with Augmentation-Adaptive Self-Supervised Ranking. NIPS 2023.
Yu et al. Multiple Pairwise Ranking with Implicit Feedback. CIKM 2018.
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+
i )� max

v2{ũi,ũ
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S̃i. Then we replace the hyper-parameter � in Equation (6) with a dynamic coefficient �i for each
training sample Si, which is calculated along the training procedure and formulated as follows:

�i = 1� 1

4

X

ŝ2{ûi,û
+
i }

X

s̃2{ũi,ũ
+
i }

max(sim(ŝ, s̃), 0). (7)

To get an accurate similarity estimation at the beginning of the training, we train the user model with
the MLM task [54] until convergence before applying our self-supervised ranking task. If Ŝi and
S̃i are semantically similar, �i will be small and set the loss function L̂i focusing on maximizing
the latter term sim(ûi,v)� sim(ûi,w), which forces the user model to discriminate these similar
explicitly augmented views from views of others. Otherwise, �i will be large and train the user model
to pull the implicitly augmented view and these dissimilar explicitly augmented views apart. As a
result, the user model is trained to adaptively adjust sim(ûi,v) when combining the two learned
pairwise ranking orders for each sample, which can better deal with the distinct impacts of data
augmentation on different behavior sequences.

3.4 Discussion

In this subsection, we discuss the connection between our proposed self-supervised ranking task and
existing contrastive learning-based methods.

If we set �i ⌘ 0 for all training samples and input each behavior sequence into the user model once
(i.e., do not apply the implicit data augmentation), our loss function degenerates as follows:
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where V�
i = {ûj , ũj}Bj=1,j 6=i. Most existing contrastive learning-based pre-training methods [2, 33,

39] adopt the InfoNCE loss [31] to train the user model, which can be formulated as follows:

LInfoNCE = � log
exp (sim (ûi, ũj))

exp (sim (ûi, ũj)) +
P

w2V�
i
exp (sim (ûi,w))

. (9)

Both loss functions aim to maximize the agreement between the augmented views. The sole distinction
is that L̂0

i selects the hardest in-batch negative sample, which is most similar to the anchor ûi, whereas
LInfoNCE uses the entire negative sample set V�

i . Thus, with the same data augmentation method, the
degenerated version of AdaptSSR is equivalent to combining contrastive learning-based methods with
hard negative sampling, which has been proven to be effective by several recent studies [18, 36, 43].

When �i > 0, the former term sim(ûi, û
+
i )�maxv2{ũi,ũ

+
i } sim(ûi,v) in our loss function forces

the user model to capture the similarity order sim(ûi, û
+
i ) > sim(ûi,v) as well. In addition, our

augmentation-adaptive fusion mechanism automatically adjusts the similarity order constraint applied
to each sample. Therefore, our method alleviates the requirement of semantic consistency between
the augmented views and can adapt to various data augmentation methods.

4 Experiments

4.1 Experimental Setup

Datasets We conduct experiments on two real-world datasets encompassing six downstream tasks.
The first dataset, the Tencent Transfer Learning (TTL) dataset, was released by Yuan et al. [54] and
contains users’ recent 100 interactions on the QQ Browser platform. Additionally, it provides the
downstream labeled data of two user profiling tasks: age prediction (T1) and life status prediction (T2),
and two cold-recommendation tasks: click recommendation (T3) and thumb-up recommendation
(T4). The second dataset, the App dataset, consists of users’ app installation behaviors collected by a
worldwide smartphone manufacturer, OPPO, from 2022-12 to 2023-03. Each user has been securely
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Model Pre-training for User Modeling

n Contrastive learning-based methods
p The semantic inconsistency problem for contrastive learning-based pre-training methods.
p AdaptSSR: Replace the contrastive learning task with a self-supervised ranking task.

Yu et al. AdaptSSR: Pre-training User Model with Augmentation-Adaptive Self-Supervised Ranking. NIPS 2023.

Table 2: Performance (%) of various pre-training methods on downstream tasks. Impr (%) indicates
the relative improvement compared with the end-to-end training. The best results are bolded.

Pre-train
Method

T1 T2 T3 T4 T5 T6
Acc Impr Acc Impr NDCG@10 Impr NDCG@10 Impr AUC Impr AUC Impr

None 62.87±0.05 - 52.24±0.16 - 1.99±0.03 - 2.87±0.07 - 78.63±0.06 - 75.14±0.14 -
PeterRec 63.62±0.11 1.19 53.14±0.07 1.72 2.37±0.02 19.10 3.06±0.08 6.62 79.61±0.13 1.25 76.04±0.10 1.20
PTUM 63.21±0.14 0.54 53.05±0.04 1.55 2.29±0.03 15.08 2.96±0.03 3.14 79.48±0.11 1.08 75.82±0.13 0.90
CLUE 63.38±0.10 0.81 53.23±0.05 1.90 2.38±0.02 19.60 3.05±0.21 6.27 79.90±0.06 1.62 76.03±0.16 1.18
CCL 63.76±0.11 1.42 53.37±0.09 2.16 2.43±0.02 22.11 3.32±0.13 15.68 80.22±0.07 2.02 77.35±0.10 2.94

IDICL 63.88±0.04 1.61 53.45±0.05 2.32 2.46±0.02 23.62 3.42±0.04 19.16 80.34±0.05 2.17 77.92±0.08 3.70
CL4SRec 63.71±0.14 1.34 53.43±0.05 2.28 2.41±0.03 21.11 3.29±0.06 14.63 80.14±0.08 1.92 77.02±0.05 2.50
CoSeRec 63.89±0.03 1.62 53.53±0.09 2.47 2.44±0.02 22.61 3.33±0.05 16.03 80.48±0.06 2.35 77.71±0.09 3.42
DuoRec 63.50±0.09 1.00 53.26±0.06 1.95 2.39±0.01 20.10 3.11±0.16 8.36 80.03±0.09 1.78 76.85±0.09 2.28

AdaptSSR 65.53±0.04 4.23 54.41±0.02 4.15 2.61±0.03 31.16 3.73±0.03 29.97 82.30±0.03 4.67 79.92±0.05 6.36

compared to most discriminative pre-training methods. This is because these methods mainly focus
on mining the correlation between behaviors while lacking careful design for user representation
learning, which limits their performance on downstream tasks. Second, discriminative pre-training
methods with explicit data augmentation (e.g., CCL, CL4SRec, CoSeRec) generally outperform
the method relying solely on implicit data augmentation (CLUE). We argue that this is because the
implicit data augmentation caused by the dropout mask alone is too weak. The user model can easily
distinguish the positive sample from others, thus providing limited knowledge for downstream tasks.
Third, our AdaptSSR consistently surpasses previous SOTA contrastive learning-based pre-training
methods by 2.6%, 1.7%, 6.1%, 9.1%, 2.3%, and 2.6% on each downstream task respectively, and
our further t-test results show the improvements are significant at p < 0.01. This is because we
train the user model to capture the similarity order �, rather than directly maximizing the similarity
between the explicitly augmented views. Such a ranking task alleviates the requirement of semantic
consistency while maintaining the discriminability of the pre-trained user model.

4.3 Performance with Different Data Augmentation Methods

As our method alleviates the requirement of semantic consistency between the augmented views and
can adapt to a variety of data augmentation methods, we further combine it with several existing

Figure 3: Effectiveness of AdaptSSR when
combined with existing pre-training methods.

pre-training methods: CL4SRec, CoSeRec, and CCL,
by replacing the contrastive learning (CL) task with
our AdaptSSR while maintaining their data augmen-
tation methods. We vary the augmentation propor-
tion ⇢ from 0.1 to 0.9 and evaluate the performance
of these methods on the downstream age prediction
task (T1). The results on other downstream tasks
show similar trends and are included in Appendix D.
From the results shown in Fig. 3, we find that these
contrastive learning-based methods are quite sensi-
tive to the data augmentation proportion. When ⇢
is close to 0, the user model can easily discriminate
these weakly augmented positive samples from oth-
ers during pre-training and thus brings limited per-
formance gain to the downstream task. However, the
stronger the augmentation is, the more likely it is to
generate dissimilar augmented views and may even
cause a negative transfer to the downstream task. In
contrast, our AdaptSSR significantly improves the
performance of all these pre-training methods with
different augmentation proportions to a similar level. This is because our self-supervised ranking
task takes the potential semantic inconsistency between the augmented views into account and avoids
directly maximizing their similarity. In addition, our augmentation-adaptive fusion mechanism can
properly combine the learned pairwise ranking orders based on the estimated similarity between the
explicitly augmented views constructed by various augmentation methods with different strengths,
which leads to similar model performance.
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Model Pre-training for User Modeling

n When user modeling meets LLM
p P5: Unify recommendation tasks into the text generation task via prompt learning.

Geng et al. Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5). RecSys 2022.

ID-based: limited
within the same domain
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Model Pre-training for User Modeling

n When user modeling meets LLM
p UniSRec: Learn universal item/user representations based on text descriptions.

Hou et al. Towards Universal Sequence Representation Learning for Recommender Systems. KDD 2022.
item drop + word drop
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Model Pre-training for User Modeling

n When user modeling meets LLM 
p Recformer: Model user preferences and item features as 

language representations.

Li et al. Text Is All You Need: Learning Language Representations for Sequential Recommendation. 
KDD 2023.
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Model Pre-training for User Modeling

n When user modeling meets LLM 
p NIR: Let the LLM summarize the user’s preferences 

based on user’s historical behaviors.

Wang et al. Zero-Shot Next-Item Recommendation using Large Pretrained Language Models. 
arXiv 2023.
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Outline
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n Model Pre-training for User Modeling
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Future Directions

n Should we train large user models as LLMs?
p Do we need new pre-training tasks/model structure?
p Scaling law and emergent ability.

n How will the next-generation LLM-based recommendation system look like?
p From the perspective of user-system interaction, the cost of dialogue is too high.
p Learn to ask? Seems can be connected with CAT.

n Beyond recommendation systems…
p The adaptation of LLMs in vertical domains.
p User capability modeling pre-training.
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