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Agent System Overview
il

® Reinforcement Learning-based Agent

0 How to train an agent by interacting with the environment?
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Agent System Overview

m LLM-Powered Agent

0 How to power an agent with the LLM?
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Component I: Planning

m Agents need to look both forward (task decomposition) and backward (self-reflection).
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Component I: Planning

5
—e— Standard prompting
® Task Decomposition: Chain-of-Thought (CoT) ~©~ Chain-of-thought prompting

- = = Prior supervised best

O A series of intermediate natural language reasoning steps. LaMDA GPT Pal M
O Decompose hard tasks into smaller steps and solve each before 2%
. . M~
giving the final answer. z g
. . : . . & 220
O Provide an interpretable window into the behavior of the model. © %
0
Standard Prompting Chain-of-Thought Prompting
e ~ 50
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of o § 60
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many = 2
tennis balls does he have now? tennis balls does he have now? :<>C s 40
5
A: The answer is 11. A: Roger started with 5 balls. 2 cans of 3 tennis balls ¥ 520
gachiis 6 tennis balls. 5+ 6 =11. The answer is 11. ”
Q: The cafeteria had 23 apples. If they used 20 to 0
make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples 100
J \do they have? j o % o
© Model Output % g 50
: ) A: p= ¢>)
A: The answer is 27. x § 25
0

answeris 9. ¢/

04 8 137 04 7 175 8 62 540

Wei et al. Chain-of-Thought Prompting Elicits Reasoning in Large Language Models. NIPS 2022. Model scale (# parameters in billions)



Component I:

Planning

m Task Decomposition: Zero-shot-CoT (some magic words)

O Let’s think step by step & Therefore, the answer is ...
O Let’s work this out in a step by step way to be sure we have the right answer.

(a) Few-shot

@oger has 5 tennis balls. He buys 2 more cans of tens

balls. Each can has 3 tennis balls. How many tennis balls does
he have now?
A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The answer is 8. X

- /

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(Output) 8 X

(c) Zero-shot

Kojima et al. Large Language Models are Zero-Shot Reasoners. NIPS 2022.

(b) Few-shot-CoT

ﬁRoger has 5 tennis balls. He buys 2 more cans of teﬁ
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The juggler can juggle 16 balls. Half of the balls are golf

[1st prompt]
Reasoning Extraction

Q: On average Joe throws 25 punches per
minute. A fight lasts 5 rounds of 3 minutes. How
many punches did he throw?

A: Let's think step by step.

balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are
We. So there are 8 /2 = 4 blue golf balls. The answer is 4. /

(d) Zero-shot-CoT (Ours)

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls. v

O

LLM

¥

In one minute, Joe throws 25 punches.

In three minutes, Joe throws 3 * 25 = 75 punches.

In five rounds, Joe throws 5 * 75 = 375 punches.

Zhou et al. Large Language Models Are Human-Level Prompt Engineers. ICLR 2022.

-————

[2nd prompt]
Answer Extraction

Q: On average Joe throws 25 punches per
minute. A fight lasts 5 rounds of 3 ==+
A: Let's think step by step.

In one minute, Joe throws 25 punches. - - -In five
rounds, Joe throws 5 * 75 = 375 punches. .
Therefore, the answer (arabic numerals) is

L

LLM

h 4

375.




Component I: Planning

m Task Decomposition: Tree-of-Thoughts (ToT)
O Consider multiple different reasoning paths and self-evaluate choices.
O Look ahead or backtrack with search algorithms (e.g., BFS, DFS).

CHIACPRC

Input i thought |

Y Majority vote

(a) Input-Output (c) Chain of Thought  (c) Self Consistency
Prompting (I0)  Prompting (CoT) with CoT (CoT-SC)

(d) Tree of Thoughts (ToT)

Yao et al. Tree of Thoughts: Deliberate Problem Solving with Large Language Models. arXiv preprint 2023.



Component I: Planning

m Task Decomposition: Tree-of-Thoughts (ToT)
0 Thought decomposition: based on problem properties
0 Thought generation
> x: input, z;: thought, s = [x,z; ;]: state
> Sample i.i.d thoughts from a CoT prompt: zU) ~ P (zip1ls) G =1..k)

» Propose thoughts sequentially using a “propose prompt”: [Z(l), . Z(k)] ~ pgmpos € (Zi(illk) |5)

0 Thought evaluator
» Value each state independently

> Vote across states

O Search algorithm: BFS, DFS, A*, MCTS, etc.

Yao et al. Tree of Thoughts: Deliberate Problem Solving with Large Language Models. arXiv preprint 2023.



Component I: Planning
m Task Decomposition: Tree-of-Thoughts (ToT)

Yao et al. Tree of Thoughts: Deliberate Problem Solving with Large Language Models. arXiv preprint 2023.

0 Game of 24
Input: 491013 ( .
e e e e e s e e s . \ (a) Propose Prompt \ Thought Generation Method Success
A : # {one example} 4+9=13(left: 10 13 13)
e s, e Input: 4910 13 10-4=6 (left: 6 913) IO prompt 7.3%
------ s : Gk : Possible next steps: {..more lines..} 80$ gré)mpt ‘9"8?
~~~~~ oT-SC (x=100) 0%
‘/l\ - TR - . ToT (Ours) (b=1) 45%
13-6=7 1394 .. \ _ P G RE I EaTus e ToT (ours) b=5)  74%
(left:79) (left: 4 6) Evaluate if given numbers can (13-10)*13=3*13=39
A reach 24 (suri/hkely/lmpossmle) 10:4 T3 + 181296 Thierelis noway IO + Refine k=100 27%
10 14:10 + 14 = 24. sure : ) ] 10 339%
4+6=10 2624 fiore examples) to obtain 24 with these big (best of 100) 0
(left: 10) (left: 24) 101313 numbers. impossible CoT (best of 100) 49%



Component I: Planning

m Task Decomposition: Tree-of-Thoughts (ToT)

O Creative writing

4

(a) GPT-4 coherency scores

10

¢
¢
4
¢

CoT ToT

> &

10 ToT
+refine +refine

(b) Human coherency comparison

40
30
20 38 41
)

0

CoT > ToT Similar ToT > CoT

Write a coherent passage of 4 short paragraphs. The end sentence of each paragraph must be: 1. It isn't
(a) difficult to do a handstand if you just stand on your hands. 2. It caught him off guard that space smelled of
Input seared steak. 3. When she didn't like a guy who was trying to pick her up, she started using sign language. 4.

Plan 2

: Input : Plan 1

| [ 1. Introduce and explain the technique
I ‘/1\A [ (b) of doing a handstand 2. Switch to a

| | Plans story about an astronaut's first time in
1Plan1 Plan2 ... | space 3. Describe a situation where a
T e | woman uses sign language to avoid

unwanted attention 4. The final
paragraph explains how everyone has

Each person who knows you has a different perception of who you are.

Plan 3-5

1. Introduction to an unusual self-help book,
mentioning a handstand as a metaphor for
embracing challenges. 2. Discuss the unexpected .
things learned from astronauts, including the smell of 2.
space. 3. Describe a woman's clever tactic for avoiding
unwanted attention at a bar. 4. Contemplate how
different perceptions of oneself can shape one's

]

-

—

Passage Passage different perceptions of others identity. y
...... \ e JA ) :
= d
(C) Analyzing each choice in detail: Choice 1, while incorporating the required end sentences, seems to lack a
Votes clear connection between the paragraphs {..} Choice 2 offers an interesting perspective by using the

required end sentences to present a self-help book's content. It connects the paragraphs with the theme of
self-improvement and embracing challenges, making for a coherent passage. {..} The best choice is 2.

Yao et al. Tree of Thoughts: Deliberate Problem Solving with Large Language Models. arXiv preprint 2023.



Component I: Planning
m Task Decomposition: LLM+P

O Incorporate external classical planners with Planning Domain
Definition Language (PDDL) into LLMs.
» Translate the problem into “Problem PDDL”.

» Use the classical planner to generate a PDDL plan based on the
“Problem PDDL” and “Domain PDDL”.

An Example PDDL Problem File Written by GPT-4
with Context

Context (shaded):

Prompt: Description of Problem (P1) + Context

» Translate the PDDL plan back to natural language. + Provide me with the problem PDDL file that
describes the planning problem directly without
. eqe . . . furth Jamalaze,
O Assume the availability of domain-specific PDDL and a suitable = S
1 . 1 . . GPT-4 (the generated problem PDDL):
planner (mainly in robotic setups). el o mgal ot
(:init (arm-empty) (on-table bl)
. Success Rate % (om b2 BL) teg 1Bs Bl
Domain (on b4 b2) (on b5 b3) (clear
LLM~ LLM LLM™" LLM+P~  LLM+P b5)))
(:goal (and (on bl b2) (on b3 bb)
BARMAN 0 0 0 0 20 (100) (on b4 bl)))
BLOCKSWORLD 20 15 (30) 0(®) 0 90
FLOORTILE 0 0 0 0 0 Planner:
GRIPPERS 25 (60) 35 (50) 10 (20) 0 95100 (unstack b5 b3) (putdown b5)
STORAGE 0 0 (25 0 0 85 (unstack b3 b4) (stack b3 b5)
TERMES 0 0 0 0 20 (unstack b4 b2) (putdown b4)
TYREWORLD 5 15 0 0 10 (90) (unstack b2 bl) (putdown b2)

(pickup bl) (stack bl b2) (pickup
b4) (stack b4 bl)

Liu et al. LLM+P: Empowering Large Language Models with Optimal Planning Proficiency. arXiv preprint 2023.




Component I: Planning

m Self-Reflection: ReAct

O Integrate reasoning and acting within LLMs.

O Extend the action space to be a combination of task-specific discrete actions (interact with

the environment) and the language space (generate reasoning path).

s { (1) Hotspot QA } s [ (1d) ReAct (Reason + Act) } ™

Question: Aside from the Apple Remote, what other device Thought 1: I need to search Apple Remote and find the

can control the program Apple Remote was originally program it was originally designed to interact with.
daed g ey it & whiho Act 1: Search[Apple Remote]
esigne © interact with: Obs 1: The Apple Remote is a remote control introduced in

October 2005 by Apple .. originally designed to control the

——{ 1a) standara —— ———{ (o) Act-only |—— | FEGREIRGWIEATaNEERERE] progzan -

9

~ Decompose task goals
and create action plans.

Extract important parts
from observations

Answer: iPod X Act 1: Search[Apple Remote] Thought 2: Apple Remote was originally designed to control
L J, Obs 1: The Apple Remote is a the Front Row media center program. I need to search -
remote control .. - next and find what other device can control it.
/{ (1b) CoT (Reason Only) ]\ Act 2: Search[Front Row]
. Obs 2: Could not find [Front Row]. Similar: ['Front Row
Thought: Let's think ste :
g 14 Act 2: Search[Front Row] Seat to Earth', 'Front Row Motorsports','
by step. _ Obs 2: Could not find [Front _-' n
originally designed to Row]. Similar: ..
_ Thought 3: Front Row is not found. I need to search -
Apple TV can be controlled | | ace 3: Search(Front Row :
by iPhone, iPad, and iPod | | (software) | Act 3: Search )
: Obs 3: Front Row is a discontinued media center software ..
EouehY so the answer is Obs 3: Front Row is a
iPhone, iPad, and iPod discontinued media center Thought 4:
Touch. software .. So the answer is
keyboard function keys.
Answer: iPhone, iPad, iPod | | ool L x| |2 Tinish KeyBoazd EUNCEIOAIREYS)] v
\Zouch . AN J

Yao et al. ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.



Component I: Planning

m Self-Reflection: ReAct

O Integrate reasoning and acting within LLMs.

O Extend the action space to be a combination of task-specific discrete actions (interact with
the environment) and the language space (generate reasoning path).

s { (1) Hotspot QA } e [ (1d) ReAct (Reason + Act) } ™
Question: Aside from the Apple Remote, what other device Thought 1: I need to search Apple Remote and find the
can control the program Apple Remote was originally program it was originally designed to interact with.
daed g ey it & whiho Act 1: Search[Apple Remote]
L esigne © lnteract with: Obs 1: The Apple Remote is a remote control introduced in
October 2005 by Apple .. originally designed to control the
— (1a) standara [—— | (o) Act-only |——— | EECHENRGHINSSISNESRESH p-ogran ..
Answer: iPod )( Act 1: Search[Apple Remote] Thought 2: Apple Remote was originally designed to control
L J, Obs 1: The Apple Remote is a the Front Row media center program. I need to search
remote control .. - next and find what other device can control it.
/{ (1b) CoT (Reason Only) }\ Act 2: Search[Front Row]
. Obs 2: Could not find [Front Row]. Similar: ['Front Row
Thought: Let's think st :
e bl e Act 4 BmamakelEiconts Row] Seat to Earth', 'Front Row Motorsports','
by step. _ Obs 2: Could not find [Front _-' n
originally designed to Row]. Similar: .. .
_ Thought 3: Front Row is not found. I need to search - 3 Handle exceptlons and
Apple TV can be controlled | | act 3: search(FEGHENROW - : :
by iPone, irad, and iPod | | (sottvavey . 3ot 37 Searc ) adjust action plans.
: Obs 3: Front Row is a discontinued media center software ..
EOUCHY So the answer is Obs 3: Front Row is a

iPhone, iPad, and iPod

discontinued media center Thought 4:
Touch. software .. So the answer is

keyboard function keys.

Act 4: Finish(JEH) x| | 2ot 4: Finien ReyBomRa REESGAKETSI) v
VAN

Answer: iPhone, iPad, iPod
\Touch L

Yao et al. ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.



Component I: Planning
m Self-Reflection: ReAct

O Integrate reasoning and acting within LLMs.

O Extend the action space to be a combination of task-specific discrete actions (interact with
the environment) and the language space (generate reasoning path).

( 1 :
(" (2) Aleworla | - (" (2b) ReAct (Reason + Act) | ~  Inject commonsense
You are in the middle of a room. Looking quickly around Act 1: Think[First I need to find a pepper shaker...more
> —>

you, you see a cabinet 6, a cabinet 1, a coffee machine 1, likely to appear in cabinets (1-6), countertops (1-3), ... ] knOWIGdge relevant tO
a countertop 3, a stove burner 1, and a toaster 1. Act 2: Go to cabinet 1 t ]§ 1 .
Your task is to: Put some pepper shaker on a drawer. Obs 2: On the cabinet 1, you see a vase 2. dSK SO \/111%;.

(Here the agent go to cabinet 1, then cabinet 2, 3, then countertop 1 and 2)

e i: [ (2a) Act-Only } N | Act 6: Go to countertop 3

Act 1: Go to drawer 1 Obs 6: On the countertop 3, you see a apple 1, a bread 1,

Obs 1: The drawer 1 is closed. (| a pepper shaker 1, and a vase 3.
Act 2: Open drawer 1 Act 7
Obs 2: You open the drawer 1. The drawer 1 is open. In it, Obs 7
you see a dishsponge 2, and a spoon 1.

: Take pepper shaker 1 from countertop 3
: You pick up the pepper shaker 1 from the countertop 3.

Track progress and

Act 8: Think[Now I find a pepper shaker 1. Next, I need to

A 4

Act 3: Go to sinkbasin 1

put it in/on drawer 1. ] : :
Obs 3: On the sinkbasin 1, you see a dishsponge 3, a Act 9: Go to drawer 1 tI‘aIlSIt aCthIl planS
spatula 1, and a spoon 2. Obs 9: Drawer 1 is closed.
Act 4: Take peppershaker 1 from sinkbasin 1 Act 10: Open drawer 1
Obs 4: Nothing happens. Obs 10: You open Drawer 1 ..
Act 5: Take peppershaker 1 from sinkbasin 1 Act 11: Put pepper shaker 1 in/on drawer 1
Obs 5: Nothing happens. )( ) \pbs 11: You put pepper shaker 1 in/on the drawer 1. \/</
N

Yao et al. ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.



Component I: Planning

m Self-Reflection: ReAct

O Knowledge-intensive reasoning tasks

learning = prompt learning = finetune HotpotQA | Fever
Prompt Metho«ﬂ
(EM) (Acc)
30
Standard 28.7 57.1
=25 Method COT (Wei et al.}2022] 294 56.3
<20 S Standard COT—SC (Wang et al. [2022a 334 60.4
915 mem CoT Act 25.7 58.9
IS m Act ReAct 27.4 60.9
T10 e ReAct CoT-SC — ReAct 34.2 64.6
5 Il ReAct— CoT-SC 35.1 62.0
0 .
8b 62b 540b 8b 62b 540b Supervised S°TAE| | 675 | 895

size size

Table 1: PaLM-540B prompting results on
Figure 3: Scaling results for prompting and finetuning on HotPotQA with ReAct (ours) and baselines. HotpotQA and Fever.

Yao et al. ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.



Component I: Planning

m Self-Reflection: ReAct

O Decision-making tasks

Method Pick Clean Heat Cool Look Pick2 | All Method | Score SR
AcCt (bestof 6) 88 42 74 67 72 41 45 Act 62.3 30.1
ReAct (vg) 65 39 83 76 55 24 57 ReAct | 66.6 40.0
ReAct (bestof6) 92 58 96 86 78 41 71 IL 509 291
ReAct —IM vy 55 59 60 55 23 24 48 IL+RL | 624  28.7
ReAct—IM pestof6) | 62 68 87 57 39 33 53 Human P
BUTLER  (best of 8) 33 26 70 76 17 12 22 Expert ' '
BUTLER est of 8) 46 39 74 100 22 24 37

Table 4: Score and suc-
Table 3: AlfWorld task-specific success rates (%). BUTLER and cess rate (SR) on Web-
BUTLER, results are from Table 4 of Shridhar et al. (2020b). All shop. IL/IL+RL taken
methods use greedy decoding, except that BUTLER uses beam search. from Yao et al.|(2022).

Yao et al. ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.



Component I: Planning

m Self-Reflection: Reflexion

O Reinforce language agents not by updating weights, but
through linguistic feedback instead (semantic gradient)

O Actor: LM + memory — generate texts and actions
O Evaluator
» Exact match grading

> Pre-defined heuristic functions
> Self-evaluation with an LLM itself

O Self-reflection: sparse reward signal + current trajectory
+ persistent memory — verbal feedback — long-term
memory

Shinn et al. Reflexion: Language Agents with Verbal Reinforcement Learning. NIPS 2023.

Agent

External feedback
L Self-reflection (LM)
Internal Reflective
feedback text

[ Evaluator (LM) }

(long-term memory)

Experience

Trajectory )
(short-term memory) [ Actor (LM) )
—Obs / Reward — Environment -~— Action




Component I: Planning

m Self-Reflection: Reflexion

,—[ 1. Decision making_] = [ 2. Programming ] 5 [ 3. Reasoning ]ﬁ
You are in the middle of a room Task: You are given a list of two Task: What profession does John
(a) Task [...] Task: clean some pan and put strings [...] of open '(' or close Lanchester and Alan Dean Foster
it in countertop. ') ' parentheses only [...] have in common?
l L] | [ det match parens(lst): | [ Think: [...] novelist, journalist, ‘
(b) Action:take panl from stoveburnerl if sl.count (' (') + eritie [ss«)] novelist;
Trajectory Obs:_ [aww=] s2.count('(') == sl.count(')') + screenwriter [...] common is
Action:clean panl with sinkbasinl s2.count (') *ysg [+s«l novelist —
| Obs:Nothing happens. [...] I 1 _ | | Action: “novelist, screenwriter”
Eval(:a)lti on Rule/LM Heuristic: || Self-generated unit tests fail: | [ Environment Binary Reward:
Hallucination. | | assert match_parens(...) Il 0

(internal / external)

pa—

[ | sieng Bacauss _ [...] failed because I incorrectly |
[...] -

tried to pick up the pan in
@ | stoveburner 1 [...) but the pan || i Che total count of open and
Reflection _ o close parentheses is equal[ [.]..]

l [...] Action: take pan 1 from [ ]

(e)Next | stoveburner 2 T ST
Trajectory | [-..] Obs: You put the pan 1 in check(S2) else 'No'

countertop 1.

Action: “novelist”

Shinn et al. Reflexion: Language Agents with Verbal Reinforcement Learning. NIPS 2023.
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Component II: Memory

= Memory can be defined as the processes used to acquire, store, retrain, and later retrieve
information.
Short-term memory Long-term memory
i 4
Calendar () |<— Memory |- -~~~ e mm———— - :
| v
Calculator () [*— T : —»| Reflection
Y
CodeInterpreter() [* Tools |[<«+— Agent [ Planning > Self-critics
|
Search () |[*+— : l —»| Chain of thoughts
|
|
..more fe—~ - > Action —| Subgoal decomposition




Component II: Memory

m Categorization of Human Memory

Memory

r Sensory memory <

( lconic memory (visual)

Echoic memory (auditory) — raw embeddings of multi-modal inputs

_ Haptic memory (touch)

Short-term memory (Working memory) —— the context window of the LLM

_ Long-term memory <

~ Explicit / Declarative memory

{ Episodic memory (life events)
(conscious)

Semantic memory (facts, concepts)

>
>

_ Implicit / Procedural memory (unconscious; skills)

external database



Component II: Memory

® Maximum Inner Product Search (MIPS) & Approximate Nearest Neighbors (ANN)
0 LSH (Locality-Sensitive Hashing)
0 ANNOY (Approximate Nearest Neighbors Oh Yeah)

0 HNSW (Hierarchical Navigable Small World)
O FAISS (Facebook Al Similarity Search) 4540

0 ScaNN (Scalable Nearest Search) 0000 b

O...

7000 |

BO0QQ | i A
hnsw(nmslib)
rpforest ——
SW-graph(nmslib) —%—
ScaNN —&—

3000

Speed (Queries per Second)

e, - T 2
S — % AN ;

O 1 | | =1 .
0.86 0.88 0.9 0.92 0.94 0.96 0.98 1

Accuracy (Recall@10)
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Component I1I1: Tool Use

® Tool use 1s a remarkable and distinguishing characteristic of human beings.

m The capabilities of LLMs are limited but can be significantly boosted by external tools.

Short-term memory Long-term memory
i X
I
Calendar () [*— Memory |-~ -~ - e m———— - :
| Y
Calculator () [*— T : —»| Reflection
Y
CodeInterpreter() [* Tools |[<+— Agent [ Planning > Self-critics
|
Search () [+ | 1 —»{ Chain of thoughts
|
|
...more - >| Action —» Subgoal decomposition




Component I1I1: Tool Use

27

. MRI‘ I Input Text

0 Use the general-purpose LLM to route inquiries to the most

2
. Language Model (J-1)
suitable expert module. _

O The expert can be either neural (e.g., deep learning models) or f
symbolic (math calculator, weather API)
O Fine-tune an LLM to extract arguments from texts. @ O
0 Knowing when to and how to use the tools are crucial.
¥ F 3 &
99 bottles of beer on the wall. One of them fell. How many are left? patabase poteutator
Q Al [ Videos [&)Images Q Maps (@& News : More h

About 20,400,000 results (0.78 seconds)

https://en.wikipedia.org » wiki » 99 Bottles_of Beer

99 Bottles of Beer - Wikipedia v

Output Text

Karpas et al. MRKL Systems.: A modular, neuro-symbolic architecture that combines large language models, external
knowledge sources and discrete reasoning. arXiv preprint 2022.



Component I1I1: Tool Use

tool result

n TALM ' : :
. Algorithm 1 Iterative Self-Play Algorithm.
O Finetune the LLM to use external tool APIs. x: task input, y: task output, ¢: tool input, r: tool output
> Generate a tool input conditioned on the task input 1 T =1{Zi:¥i}r # task set
and invoke a tool API by generating a delimiter. 2: D ={z;,t5, 75,4 }p ¥ 100I-USE ek
o . 3: Py < pretrained LM
» Call the tool API when the delimiter is detected and 4. ¢ ¢ 0,1, ..., B] do # self-play rounds
append the result to the text sequence. 5. 4 finetune LM
» Continue to generate the final task output. 6: 0 < argmax[[, Po(y;|zj,tj,7;)Pa(ti|z;)
0
O Bootstrap tool-use examples with iterative self-play. 7: forzi,y; € T'do # iterate task set
8: forn € [0,1,..., N] do
Language Model 9: tn  Po(t|zs) # sample tool query
‘:HiQEE{tW] f QEEQL{U 10: Tn < Tool(t,) # call tool API
11: Yn — Po(y|zi,tn,rn) # get task output
TOOI Augmgnted Language Model \ \ 12: if |yn — yi| < th then # filter wrong output
_input | toolinput | toolresult - output 13: D+ DU {zi, tn,Tn,yn
exteria;: L \,\,/\,/ J ?(E’;’Iend 14: # update tool-use set
|

Parisi et al. TALM: Tool Augmented Language Models. arXiv preprint 2022.



Component I1I1: Tool Use

X, ., = Pittsburghis

= Toolformer

O Prompt to annotate potential API calls via in-context learning.

O Filter annotations based on whether API calls help the model to
predict future tokens.

n
Lz'(Z) = _ij—z' : IOgPM(CUj | Z,fﬂlzj—1)
API call J=1 P API response

L;’_ = L; (C(Ci, ’I"z)) /v empty string

L. = min (Lz(&'), L,,;(G(Cz‘, 5)))

?

0 Fine-tune the LLM on the annotated dataset.

LM Dataset

1 2 3
—>
with API Calls

LM Dataset Sample API Calls Execute AP Calls Filter AP! Calls

ci1 = What other name is
Pittsburgh known by?

r! = Steel City L(c;* — Steel City)

<min(L/(c;! =€), L(€))

X" = Pittsburgh is
also known as
[QA(What ...?
— Steel City)]
the Steel City.

also known as

X, = the Steel City c;> = Which country is
Pittsburgh in?

rl.2 = United States L/(c?— United States)

> min(L(c?— g), L{e))

Schick et al. Toolformer: Language Models Can Teach Themselves to Use Tools. arXiv preprint 2023.

Your task is to add calls to a Question Answering API to a
piece of text. The questions should help you get
information required to complete the text. You can call the
API by writing "[QA(question)]" where "question" is the
question you want to ask. Here are some examples of API
calls:

Input: Joe Biden was born in Scranton, Pennsylvania.

Output: Joe Biden was born in [QA("Where was Joe
Biden born?")] Scranton, [QA("In which state is
Scranton?")] Pennsylvania.

Input: Coca-Cola, or Coke, is a carbonated soft drink
manufactured by the Coca-Cola Company.

Output: Coca-Cola, or [QA("What other name is
Coca-Cola known by?")] Coke, is a carbonated soft drink
manufactured by [QA("Who manufactures Coca-Cola?")]
the Coca-Cola Company.

Input: x

Output:
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Please generate an image where a girl is reading a book, and her pose is the same as the boy in the image

° example.jpg, then please describe the new image with your voice.
. J
| HugglngGPT > IL Request )'
Stage #1: Task Planning Stage #2: Model Selection

O Task Planning IO MAY . | T

| task: pose-det. In-context task-model assignment: (» »
| ares: € hustvl/yolos-tiny
|
!

| ]
| :I

: 1 0
| ares: |} args:
1 h
! "

1 |

1 |

1 |

|

* f' . . b image: example.jpg image: <resource-2> image: <resource-2> | ;-_—___Z)L;r;/ _____ _:I i facebook/detr-resnet-101 :

> SpeCI lcatlon_based lnSthtlon i ___________t;s_k_d}e'—n_d; __________________ !‘“‘.“,““““‘1 i € TahaDouaji/detr-doc-table-detection |
M S pi ncy ! task: object-det. ] : IR : 1

; o I (T4 [T6] c odel Cards in HuggingFace 1

< : i task:poseto mage :;[__]_.__-__ R ! :arii:age:«esource—b | i : S i

» Demonstration-based parsing s | task:objectdet, || tasktexttospeech | | | _image: resource 2> g .
: .text:areadinggirl ::args: :: args: 1 r————————————-——-‘\\: .

1 image: <resource-1> : : : : : :

. e (T image: <resource-2> | CEBEEEIIEEE :, '\ , task: image-class. E \
» Previous chat logs ; / 2

- Stage #3: Task Execution

r[T1] pose-det. HT4] object-det.

R pmmmooooooooooooooo | facebook/detr-resnet
: task, args, model : i Hybrid Endpoints : Bounding boxes Ez‘eanpeti;]e [ZZin(:i?n/ beo)r(]resne
_JZIIIIIIIIIIIIT | HuggingFace Endpoint | with probabilities L72] € tolm L= ti-text

#1 Task Planning Stage - The Al assistant performs task parsing on user input, generating a list | obj-det. <resource-2> 1 || (facebook/detr-resnet-101) , |$:;§d ?t'l'p:sze nlpcognnect e

. . o . [ T (T T R i
of tasks with the following format: [{"task": task, "id", task_id, "dep": dependency_task_ids, ;facebook,det,_,esnet,mﬁ : [image-3] 3 girlsitting on ..”
"args": {"text": text, "image": URL, "audio": URL, "video": URL}}]. The "dep" field Sl s i Local Endpoint HT3] image-class. HT6] text-to-speech
v O 0 v | i
denotes the id of the previous task which generates a new resource upon which the current task | task, args, model | || (facebook/detr-resnet 101) fc‘;;’fs'z I I:i‘;f’:"lﬁ/ i=mpece

relies. The tag "<resource>-task_id" represents the generated text, image, audio, or video from
the dependency task with the corresponding task_id. The task must be selected from the following
options: {{ Available Task List }}. Please note that there exists a logical connections and order
between the tasks. In case the user input cannot be parsed, an empty JSON response should be
provided. Here are several cases for your reference: {{ Demonstrations }}. To assist with task
planning, the chat history is available as {{ Chat Logs }}, where you can trace the user-mentioned
resources and incorporate them into the task planning stage.

ad»

[Audio-1]
The image you gave me is of "boy". The first thing | did was use to analyze the pose of the boy in the image. |
fed that image, specifically located at [Image-1], into the model to get an output image of the pose, located at [Image-2]. Then | take that
pose and generate a new image, located at [Image-3], using = and the instruction "a girl is reading". Next, |
ran object detection on the image generated in the previous step, to get predictions of the objects present in the image, including the box
location. These predictions were run through the = model. The box was drawn on the image, which is located at
Shen et al. HugglngGPT SOZVlng AI Tasks Wlth ChatGPT and its Friends [Image-4]. Then, | used the predictions of a image classification model = and a image caption model a

v model to generate the caption for newly generated image. It generated text: "a girl sitting on a bed

in Hugglng Face. arXiv preprint 2023. \reading a book". Lastly, | ran the = model to convert the generated text into audio, located at [Audio—l].)
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31

® HuggingGPT
0 Model Selection
» Filter out models based on the task type.

» Rank models based on the number of
downloads.

» In-context task-model assignment based on

the user query, task information, model
description, and metadata.

O Task Execution
O Response Generation

> Summarize the execution results.

Shen et al. HuggingGPT: Solving Al Tasks with ChatGPT and its Friends
in Hugging Face. arXiv preprint 2023.

Please generate an image where a girl is reading a book, and her pose is the same as the boy in the image )
example.jpg, then please describe the new image with your voice.
\_ ( ) J
- IL Request )' N
Stage #1: Task Planning Stage #2: Model Selection
[T1] [T3] L) O I [
_________________________________________________ . S
! task: pose-det. i: task: image-class. i ! task: image-to-text | |1 task:pose-det. | /| In-contexttask-model assignment: ¢ - .
(E T, (< L | F2zzzzzzzzzzzzy @ hustvyolos-ting
:___lin_age_. e)ia_nlp_e_-Jf%_l: mage::e_source- > |: |m€=IEe.<resource-2>_| L Query : ! facebook/detr-resnet-101 |
l —————————————————————————————————— | T Y = o q 1
S - e ,T o ebiaden. i : € TahaDouaji/detr-doc-table-detection !
| task: pose-to-image | [ma____ t e e ___ Y ______ i cli:2H I e c?mf iT' Huesigiace )
| args: |1 task: object-det. 1! task: text-to-speech 1| | | _image: <resource-2> i !
I text:areadinggirl ]! args: |1 args: W| FEEmEEE =2 N[ ]
! |: ) : 1 A ,
: " i : 1

image: <resource-1> image: <resource-2> text: <resourc?-
L. DD DDID. oS aa
\ q

Hybrid Endpoints

1

: Bounding boxes

HuggingFace Endpoint | | with probabilities

(facebook/detr-resnet-101)
]

J Stage #4: Response Generation

HT4] object-det.
facebook/detr-resnet
[bounding box]

HT5] image-to-text
nlpconnect/vit-gpt2

~[T1] pose-det.
openpose
[image-2]

HT2] pose-to-image
lym/sd-ctl-pose

Local Endpoint
(facebook/detr-resnet-101)

[image-3] “a girl sitting on ...”

HT3] image-class. HT6] text-to-speech
google/vit facebook/fastspeech
[classes with prob] [audio-1]

The image you gave me is of "boy". The first thing | did was use
fed that image, specifically located at [Image-1], into the model to get an output image of the pose, located at [Image-2]. Then | take that

pose and generate a new image, located at [Image-3], using =

ran object detection on the image generated in the previous step, to get predictions of the objects present in the image, including the box

location. These predictions were run through the =

[Image-4]. Then, | used the predictions of a image classification model =

v model to generate the caption

\reading a book". Lastly, | ran the =

ad»

[Audio-1]

to analyze the pose of the boy in the image. |
and the instruction "a girl is reading". Next, |

model. The box was drawn on the image, which is located at
and a image caption model a

for newly generated image. It generated text: "a girl sitting on a bed

model to convert the generated text into audio, located at [Audio-1].
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® ChatGPT Plugin & OpenAl API Function Calling

Expedia
Bring your trip plans to life—get there, stay
there, find things to see and do.

K.

Klarna Shopping
Search and compare prices from thousands of
online shops.

Speak

Learn how to say anything in another language
with Speak, your Al-powered language tutor.

N
FN
SA
FiscalNote
Provides and enables access to select market-

leading, real-time data sets for legal, political,
and regulatory data and information.

o o
W

Milo Family Al

Giving parents superpowers to turn the manic
to magic, 20 minutes each day. Ask: Hey Milo,
what’s magic today?

Wolfram

Access computation, math, curated
knowledge & real-time data through
Wolfram|Alpha and Wolfram Language.

<

Instacart

Order from your favorite local grocery stores.

OpenTable

Provides restaurant recommendations, with a
direct link to book.

Zapier

Interact with over 5,000+ apps like Google
Sheets, Trello, Gmail, HubSpot, Salesforce, and
more.

“hema_version": "v1",
_for_human":

TODO Manager",

for_model": "todo_manager",

cription_for_human":
ription_for_model":

"Manages your TODOs!",
"An app for managing a user's TODOs",

"api": { "url": "/openapi.json" },

"auth": { "type": "none"

3,

"logo_url": "https://example.com/logo.png",
"legal_info_url": "http://example.com",
"contact_email": "hello@example.com"

openapi: 3.0.1
info:
title: TODO Plugin

description: A plugin that allows the user to create and manage a TODO list using ChatGPT.

version: 'vl'
servers:
- url: https://example.com
paths:
/todos:
get:
operationId: getTodos

summary: Get the list of todos

responses:
"200":
description: OK
content:
application/json:
schema:

$ref: '#/components/schemas/getTodosResponse'

components:
schemas:
getTodosResponse:
type: object
properties:
todos:
type: array
items:
type: string

description: The list of todos.
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Case Study

m Generative Agents

Joining for coffee at a cafe

Taking a walk

in the park -
[Abigail] : Hey Klaus, mind if

' I join you for coffee?
[Klaus]: Not at all, Abigail.

How are you?

—
1 e S8

Finishing a
morning routine

Park et al. Generative Agents: Interactive Simulacra of Human Behavior. UIST 2023.

Arriving at school

[John]: Hey, have you heard
anything new about the
upcoming mayoral election?
[Tom] : No, not really. Do you
know who is running?



Case Study

= Generative Agents

0 Memory stream: record a comprehensive list of agents’ experiences in natural language
(e.g., observation, reflection, plan)

O Retrieval function: recency + importance (LM evaluated) + relevance (text embedding

s1m11ar1ty) Q. What are you looking forward to
the most right now?

Memory Stream

Isabella Rodriguez is excited to be planning a
\ Valentine's Day party at Hobbs Cafe on

2023-02-13 22:48:20: desk is idle February 14th from 5pm and is eager to invite

2023-02-13 22:48:20: bed is idle

2023-02-13 22:48:10: closet is idle

2023-02-13 22:48:10: refrigerator is idle

2023-02-13 22:48:10: Isabella Rodriguez is stretching

2023-02-13 22:33:30: shelf is idle ’ 2.34 ‘ = I 0.91 . 0.63 . 0.80 l

2023-02-13 22:33:30: desk is neat and organized

2023-02-13 22:33:10: Isabella Rodriguez is writing in her journal

2023-02-13 22:18:10: desk is idle

1

1

1

1

. 1 . 1 2023-02-13 22:18:10: Isabella Rodriguez is taking a break ‘ ‘ o | & . ‘
Perceive Memory Stream Retrieve Retrieved Memories ; Act 3693-02-13 31:49:005 bed is idle 222 = 0.87 0.63 0.71

h 2023-02-13 21:48:50: Isabella Rodriguez is cleaning up the

1

1

1

everyone to attend the party.

retrieval recency importance relevance

Generative Agent Memory

ordering decorations for the party

kitchen researching ideas for the party

2023-02-13 21:48:50: refrigerator is idle
2023-02-13 21:48:50: bed is being used ‘ 2.20 ‘ = | 0.85 + 0.73 . 0.62 ’
2023-02-13 21:48:10: shelf is idle

2023-02-13 21:48:10: Isabella Rodriguez is watching a movie
2023-02-13 21:19:10: shelf is organized and tidy
2023-02-13 21:18:10: desk is idle

2023-02-13 21:18:10: Isabella Rodriguez is reading a book
2023-02-13 21:03:40: bed is idle

2023-02-13 21:03:30: refrigerator is idle

2023-02-13 21:03:30: desk is in use with a laptop and some papers J

on A% I'm looking forward to the
Valentine's Day party that @'
I'm planning at Hobbs Cafe! Isabella

Park et al. Generative Agents: Interactive Simulacra of Human Behavior. UIST 2023.
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= Generative Agents
O Reflection: synthesize memories into higher-level inferences and draw conclusions.

» Prompt the LM with 100 most recent records to generate 3 most salient high-level questions.

“Given only the information above, what are 3 most salient high-
level questions we can answer about the subjects in the statements?”

» Use the questions as queries for retrieval G ——

Mueller is highly

and extract insights with the LM. | dedicated to reseazch
A

> ReﬂeCt nOt Only On Observations bUt [Reflection] Klaus " [Reflection] Klaus ) [Reflection] Klaus
. Mueller is dedicated to Mueller is engaging in Mueller is dedicated to
also On Other reﬂectlons [research ] research activities [research }
— tree of reflections .

[Plan] For Wednesday 4 & N\ 7 4 (
[Observation] Klaus [Observation] Klaus [Observation] Klaus

February 13: wake up and
complete the morning routine Mueller is making Mueller is reading and Mueller is searching for
at 7:00 am, read and take connections between taking notes on the relevant articles with
notes for research paper at h s - 3 :
rticl rticl the help of a librarian
8:00 am, have lunch at 12:00 \t @ articles _J \a ticles _J \_ P )
pm, write down ideas or
brainstorm potential 4 N\ 7 N\ i
solutions at 1:00 pm, [...] [Observation] library table [Observation] Klaus [Observation] Klaus
J is being used to research Muell R di th Mueller is engaging with
material and make connections e lar 18 Leadlng. - a librarian to further

assigned material i
his research

between the articles
) . \ J \. J J
[Observation] Klaus Mueller is
reading about gentrification ' N\ 7 ~\
[Reflection] Klaus [Observation] library [Observa.tlon.] Klau.s
; . . \ Mueller spends many table is being used to Mualler is discussing
Park et al. Generative Agents: Interactive Simulacra of [Observation] Klaus Musller el s e e e oL his research with a
is reading about urban design L JAR ) librarian )

Human Behavior. UIST 2023.



Case Study

= Generative Agents
O Planning and Reacting

» Generate plans in a top-down manner based on the agent’s description and a summary of the
previous day.

» Decide whether they should continue with their existing plan or react based on the agent’s
description, current observation, and the context summary.

1) wake up and complete the work on his new music

morning routine at 8:00 am, composition from 1:00 pm to

2) go to Oak Hill College 5:00 pm becomes 1:00 pm: 4:00 pm: grab a light
to take classes starting start by brainstorming some snack, such as a piece of
10:00 am, [. . . ] 5) work ideas for his music  fruit, a granola bar, or
on his new music composition [...] 4:00 pm: some nuts. 4:05 pm: take a
composition from 1:00 pm to take a quick break and short walk around his
5:00 pm, 6) have dinner at recharge his creative workspace [...] 4:50 pm:
5:30 pm, 7) finish school energy before reviewing and take a few minutes to clean
assignments and go to bed polishing his composition. up his workspace.

by 11:00 pm.

Large chunks |:> Hourly l:> 5 ~ 15 minutes

Park et al. Generative Agents: Interactive Simulacra of Human Behavior. UIST 2023.




Case Study

= Generative Agents
° ° Speaking of which,
O Emergent social behaviors @ O Taabe1la has invited

Giorgio oc
. . . Day party at Hobbs Jennifer
» Information diffusion sam Cafe.
I'm planning a
1 : 1 Valentine's Day
» Relationship formation ool A 9
. . on February 1l4th Edd
from 5pm to 7pm! y I'm organizing a
» Agents coordination i
Valentine's Day party
Ayesha at Hobbs Cafe: You're Maria
g welcome to join.
Isabella John
- Klaus
I'm actually planning
on attending Isabella
Wolfgang Rodriguez's Valentine's
I heard you're Day party as well, so
planning a Valentine's maybe we "=°“1d talk
Day party at Hobbs more then!
Cafe. That sounds like
a great event! Latoya
Abigail
1 4 I

Park et al. Generative Agents: Interactive Simulacra of Human Behavior. UIST 2023.
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Future Challenges

= Prompt engineering
» Finite context length
® Long-term planning and task decomposition

m Reliability of natural language interface
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