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Agent System Overview

n Reinforcement Learning-based Agent
p How to train an agent by interacting with the environment?
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Agent System Overview

n LLM-Powered Agent
p How to power an agent with the LLM?
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Component I: Planning

n Agents need to look both forward (task decomposition) and backward (self-reflection).
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Component I: Planning

n Task Decomposition: Chain-of-Thought (CoT)
p A series of intermediate natural language reasoning steps.
p Decompose hard tasks into smaller steps and solve each before 

giving the final answer.
p Provide an interpretable window into the behavior of the model.

Wei et al. Chain-of-Thought Prompting Elicits Reasoning in Large Language Models. NIPS 2022.
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Component I: Planning

n Task Decomposition: Zero-shot-CoT (some magic words)
p Let’s think step by step & Therefore, the answer is …
p Let’s work this out in a step by step way to be sure we have the right answer.

Kojima et al. Large Language Models are Zero-Shot Reasoners. NIPS 2022.
Zhou et al. Large Language Models Are Human-Level Prompt Engineers. ICLR 2022.



10

Component I: Planning

n Task Decomposition: Tree-of-Thoughts (ToT)
p Consider multiple different reasoning paths and self-evaluate choices.
p Look ahead or backtrack with search algorithms (e.g., BFS, DFS).

Yao et al. Tree of Thoughts: Deliberate Problem Solving with Large Language Models. arXiv preprint 2023.



11

Component I: Planning

n Task Decomposition: Tree-of-Thoughts (ToT)
p Thought decomposition: based on problem properties
p Thought generation

Ø 𝑥: input, 𝑧!: thought, 𝑠 = [𝑥, 𝑧"…!]: state
Ø Sample i.i.d thoughts from a CoT prompt: 𝑧 $ ~ 𝑝%

&'( 𝑧!)"|𝑠 𝑗 = 1…𝑘

Ø Propose thoughts sequentially using a “propose prompt”: 𝑧 " , … , 𝑧 * ~ 𝑝%
+,'+'-. 𝑧!)"

"…* |𝑠

p Thought evaluator
Ø Value each state independently
Ø Vote across states

p Search algorithm: BFS, DFS, A*, MCTS, etc.

Yao et al. Tree of Thoughts: Deliberate Problem Solving with Large Language Models. arXiv preprint 2023.
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Component I: Planning

n Task Decomposition: Tree-of-Thoughts (ToT)
p Game of 24

Yao et al. Tree of Thoughts: Deliberate Problem Solving with Large Language Models. arXiv preprint 2023.
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Component I: Planning

n Task Decomposition: Tree-of-Thoughts (ToT)
p Creative writing

Yao et al. Tree of Thoughts: Deliberate Problem Solving with Large Language Models. arXiv preprint 2023.
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Component I: Planning

n Task Decomposition: LLM+P
p Incorporate external classical planners with Planning Domain 

Definition Language (PDDL) into LLMs.
Ø Translate the problem into “Problem PDDL”.
Ø Use the classical planner to generate a PDDL plan based on the 

“Problem PDDL” and “Domain PDDL”.
Ø Translate the PDDL plan back to natural language. 

p Assume the availability of domain-specific PDDL and a suitable 
planner (mainly in robotic setups).

Liu et al. LLM+P: Empowering Large Language Models with Optimal Planning Proficiency. arXiv preprint 2023.
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Component I: Planning

n Self-Reflection: ReAct
p Integrate reasoning and acting within LLMs.
p Extend the action space to be a combination of task-specific discrete actions (interact with 

the environment) and the language space (generate reasoning path).

Yao et al. ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.

Decompose task goals 
and create action plans.

Extract important parts 
from observations
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Component I: Planning

n Self-Reflection: ReAct
p Integrate reasoning and acting within LLMs.
p Extend the action space to be a combination of task-specific discrete actions (interact with 

the environment) and the language space (generate reasoning path).

Yao et al. ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.

Handle exceptions and 
adjust action plans.
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Component I: Planning

n Self-Reflection: ReAct
p Integrate reasoning and acting within LLMs.
p Extend the action space to be a combination of task-specific discrete actions (interact with 

the environment) and the language space (generate reasoning path).

Yao et al. ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.

Inject commonsense 
knowledge relevant to 
task solving.

Track progress and 
transit action plans.
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Component I: Planning

n Self-Reflection: ReAct
p Knowledge-intensive reasoning tasks

Yao et al. ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.
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Component I: Planning

n Self-Reflection: ReAct
p Decision-making tasks

Yao et al. ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.
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Component I: Planning

n Self-Reflection: Reflexion
p Reinforce language agents not by updating weights, but 

through linguistic feedback instead (semantic gradient)
p Actor: LM + memory → generate texts and actions
p Evaluator

Ø Exact match grading
Ø Pre-defined heuristic functions
Ø Self-evaluation with an LLM itself

p Self-reflection: sparse reward signal + current trajectory 
+ persistent memory → verbal feedback → long-term 
memory

Shinn et al. Reflexion: Language Agents with Verbal Reinforcement Learning. NIPS 2023.
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Component I: Planning

n Self-Reflection: Reflexion

Shinn et al. Reflexion: Language Agents with Verbal Reinforcement Learning. NIPS 2023.
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Component II: Memory

n Memory can be defined as the processes used to acquire, store, retrain, and later retrieve 
information.
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Component II: Memory

n Categorization of Human Memory

raw embeddings of multi-modal inputs

the context window of the LLM

external database 
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Component II: Memory

n Maximum Inner Product Search (MIPS) & Approximate Nearest Neighbors (ANN)
p LSH (Locality-Sensitive Hashing)
p ANNOY (Approximate Nearest Neighbors Oh Yeah)
p HNSW (Hierarchical Navigable Small World)
p FAISS (Facebook AI Similarity Search)
p ScaNN (Scalable Nearest Search)
p …
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Component III: Tool Use

n Tool use is a remarkable and distinguishing characteristic of human beings.
n The capabilities of LLMs are limited but can be significantly boosted by external tools.
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Component III: Tool Use

n MRKL
p Use the general-purpose LLM to route inquiries to the most 

suitable expert module.
p The expert can be either neural (e.g., deep learning models) or 

symbolic (math calculator, weather API)
p Fine-tune an LLM to extract arguments from texts.
p Knowing when to and how to use the tools are crucial.

Karpas et al. MRKL Systems: A modular, neuro-symbolic architecture that combines large language models, external 
knowledge sources and discrete reasoning. arXiv preprint 2022.
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Component III: Tool Use

Parisi et al. TALM: Tool Augmented Language Models. arXiv preprint 2022.

n TALM
p Finetune the LLM to use external tool APIs.

Ø Generate a tool input conditioned on the task input 
and invoke a tool API by generating a delimiter.

Ø Call the tool API when the delimiter is detected and 
append the result to the text sequence.

Ø Continue to generate the final task output.
p Bootstrap tool-use examples with iterative self-play.
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Component III: Tool Use

Schick et al. Toolformer: Language Models Can Teach Themselves to Use Tools. arXiv preprint 2023.

n Toolformer
p Prompt to annotate potential API calls via in-context learning.
p Filter annotations based on whether API calls help the model to 

predict future tokens.

p Fine-tune the LLM on the annotated dataset.

API call API response
empty string
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Component III: Tool Use

Shen et al. HuggingGPT: Solving AI Tasks with ChatGPT and its Friends 
in Hugging Face. arXiv preprint 2023.

n HuggingGPT
p Task Planning

Ø Specification-based instruction
Ø Demonstration-based parsing
Ø Previous chat logs
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Component III: Tool Use

Shen et al. HuggingGPT: Solving AI Tasks with ChatGPT and its Friends 
in Hugging Face. arXiv preprint 2023.

n HuggingGPT
p Model Selection

Ø Filter out models based on the task type.
Ø Rank models based on the number of 

downloads.
Ø In-context task-model assignment based on 

the user query, task information, model 
description, and metadata.

p Task Execution
p Response Generation

Ø Summarize the execution results.
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Component III: Tool Use

n ChatGPT Plugin & OpenAI API Function Calling
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Case Study

n Generative Agents

Park et al. Generative Agents: Interactive Simulacra of Human Behavior. UIST 2023.
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Case Study

n Generative Agents
p Memory stream: record a comprehensive list of agents’ experiences in natural language 

(e.g., observation, reflection, plan)
p Retrieval function: recency + importance (LM evaluated) + relevance (text embedding 

similarity)

Park et al. Generative Agents: Interactive Simulacra of Human Behavior. UIST 2023.
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Case Study

n Generative Agents
p Reflection: synthesize memories into higher-level inferences and draw conclusions.

Ø Prompt the LM with 100 most recent records to generate 3 most salient high-level questions.

Ø Use the questions as queries for retrieval 
and extract insights with the LM.

Ø Reflect not only on observations but
also on other reflections
→ tree of reflections

Park et al. Generative Agents: Interactive Simulacra of 
Human Behavior. UIST 2023.
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Case Study

n Generative Agents
p Planning and Reacting

Ø Generate plans in a top-down manner based on the agent’s description and a summary of the 
previous day.

Ø Decide whether they should continue with their existing plan or react based on the agent’s 
description, current observation, and the context summary.

Park et al. Generative Agents: Interactive Simulacra of Human Behavior. UIST 2023.
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Case Study

n Generative Agents
p Emergent social behaviors

Ø Information diffusion
Ø Relationship formation
Ø Agents coordination

Park et al. Generative Agents: Interactive Simulacra of Human Behavior. UIST 2023.
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Future Challenges

n Prompt engineering
n Finite context length
n Long-term planning and task decomposition
n Reliability of natural language interface
n …
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