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and cooperative study among tools (Cobo, 2011) Neural Networks (Sa, 2016) (Melander, 2005)
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Inductive transfer learning has had a big impact on
computer vision and NLP domains but has not been used
in the area of recommender systems. Even though there
has been a large body of research on generating
recommendations based on modeling user-item
interaction sequences, few of them attempt to represent
and transfer these models for serving downstream tasks
where only limited data exists. In this paper, we delve on
the task of effectively learning a single user
representation that can be applied to a diversity of tasks,
from cross-domain recommendations to user profile
predictions. Fine-tuning a large pre-trained network and
adapting it to downstream tasks is an effective way to
solve such tasks. However, fine-tuning is parameter
inefficient considering that an entire model needs to be
re-trained for every new task. To overcome this issue, we
develop a parameter-efficient transfer learning
architecture, termed as PeterRec, which can be
configured on-the-fly to various downstream tasks.
Specifically, PeterRec allows the pre-trained parameters
to remain unaltered during fine-tuning by injecting a
series of re-learned neural networks, which are small but
as expressive as learning the entire network. We perform
extensive experimental ablation to show the
effectiveness of the learned user representation in five
downstream tasks. Moreover, we show that PeterRec
performs efficient transfer learning in multiple domains,
where it achieves comparable or sometimes better
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Performance of recommender systems (RecSys) relies heavily on the amount of
training data available. This poses a chicken-and-egg problem for early-stage
products, whose amount of data, in turn, relies on the performance of their RecSys.
Tn this paper, we explore the possibility of zero-shot learning in RecSys, to enable
generalization from an old dataset to an entirely new dataset. We develop an
algorithm, dubbed ZEro-Shot Recommenders (ZESREC), that is trained on an
old dataset and generalize to a new one where there are neither overlapping users
nor overlapping items, a setting that contrasts typical cross-domain RecSys that
has either overlapping users or items. Different from previous methods that use
categorical item indices (i.e., item ID), ZESREC uses items’ generic features, such
as natural-language descriptions, product images, and videos, as their continuous
indices, and therefore naturally generalizes to any unseen items. In terms of users,
ZESREC builds upon recent advances on sequential RecSys to represent users
using their interactions with items, thereby generalizing to unseen users as well.
We study three pairs of real-world RecSys datasets and demonstrate that ZESREC
can enable ions in such a zero-shot setting, opening
up new opportunities for resolving the chicken-and-egg problem for dat

startups or early-stage products.
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Many large scale e-commerce platforms (such as Etsy, Overstock, etc.) and online content plat-
forms (such as Spotify, Overstock, Disney+, Netflix, etc) have such a large inventory of items that
showcasing all of them in front of their users is simply not practical. In particular, in the online
content category of businesses, it is often seen that users of their service do not have a crisp intent in
‘mind unlike in the retail shopping experience where the users often have a clear intent of purchasing
The need for i ions therefore arises from the fact that not only it
is impractical to show all the items in the catalogue but often times users of such services need help
discovering the next best thing — be it the new and exciting movie or be it a new music album or
even a piece of merchandise that they may want to consider for future buying if not immediately.

arXiv

Modern personalized recommendation models of users and items have often relied on the idea of
extrapolating preferences from similar users. Different machine learning models define the notion
of similarity differently. Classical bi-linear Matrix Factorization (MF) approaches model users
and items via their identifiers and represent them as vectors in the latent space [10; 25]. Modern
deep-learning-based recommender systems [30; 9; 22], which are also used for predicting top-k items
given an item, learn the user-to-item propensities from large amounts of training data containing many
(user, item) tuples, optionally with available item content information (e.g., product descriptions) and
user metadata.

As machine learning models, the performance of RecSys relies heavily on the amount of training data
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Performance of recommender
systems (RS) relies heavily on the
amount of training data available.
This poses a chicken-and-egg
problem for early-stage products,
whose amount of data, in turn, relies
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the other hand, zero-shot learning
promises some degree of
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an entirely new dataset. In this paper,
plore the possibility of zero-
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germeralize to a new one where there
are neither overlapping users nor
overlapping items, a setting that
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that has either overlapping users or
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indices, i.e., item ID, in previous
methods, ZESRec uses items' natural-
language descriptions (or description
embeddings) as their continuous
indices, and therefore naturally
generalize to any unseen items. In
terms of users, ZESRec builds upon
recent advances on seauential RS to
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ABSTRACT

ABSTRACT Performance of recommender systems (RecSys) relies heavily on the amount of

training data available. This poses a chicken-and-egg problem for early-stage
products, whose amount of data, in turn, relies on the performance of their RecSys.
In this paper, we explore the possibility of zero-shot learning in RecSys, to enable
generalization from an old dataset to an entirely new dataset. We develop an
algorithm, dubbed ZEro-Shot Recommenders (ZESREC), that is trained on an
old dataset and generalize to a new one where there are neither overlapping users
nor overlapping items, a setting that contrasts typical cross-domain RecSys that
has either overlapping users or items. Different from previous methods that use
categorical item indices (i.e., item ID), ZESREC uses items’ generic features, such
as natural-language descriptions, product images, and videos, as their continuous
indices, and therefore naturally generalizes to any unseen items. In terms of users,
ZESREC builds upon recent advances on sequential RecSys to represent users
using their interactions with items, thereby generalizing to unseen users as well.
‘We study three pairs of real-world RecSys datasets and demonstrate that ZESREC
can successfully enable recommendations in such a zero-shot setting, opening
up new opportunities for resolving the chicken-and-egg problem for data-scarce
startups or early-stage products.

Performance of recommender systems (RecSys) relies heavily on the amount of
training data available. This poses a chicken-and-egg problem for early-stage
products, whose amount of data, in turn, relies on the performance of their RecSys.
In this paper, we explore the possibility of zero-shot learning in RecSys, to enable
i elop an
algorithm, dubbed ZEro-Shot Recommenders (ZESREC), that is trained on an
old dataset and generalize to a new one where there are neither overlapping users
nor overlapping items, a setting that contrasts typical cross-domain RecSys that
has either overlapping users or items. Different from previous methods that use
categorical item indices item ID), ZESREC uses items’ generic features, such
as natural-language descriptions, product images, and videos, as their continuous
indices, and therefore naturally generalizes to any unseen items. In terms of users,
ZESREC builds upon recent advances on sequential RecSys to represent users
using their interactions with items, thereby generalizing to unseen users as well.
We study three pairs of real-world RecSys datasets and demonstrate that ZESREC
can successfully enable recommendations in such a zero-shot sett
up new opportunities for resolving the chicken-and-egg problem for
startups or early-stage products.
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O W elghts & Blases I started with the hyperparameter settings in the example provided with Transformers.
> Re 0 I'tS Based on the loss and validation accuracy (eval_acc) curves plotted in W&B after each
p run, I adjusted my model to improve performance from a baseline eval_acc of 0.127 to

0.535 in fewer than 20 experiments.

Below, you can see the training loss and validation accuracy curves plotted over time.
The starting baseline is in black, and the rest of the runs are colored in rainbow order
from red to purple based on their creation order: my earlier experiments are
reds/oranges, and the later experiments are blues/purples. The legend shows the
maximum sequence length (max_len), training epochs (E), and learning rate (LR) for
each run. You can also expand the "BERT variants" run set at the end of this section to

see more details about each run.
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\section{Preliminaries}
In this section, -we-introduce-the settings of federated recommendation-systems-and-the threat
model used in-this work.

You, last month | 1 author (You)

\subsection{Federated-Recommendation-Systems}

Let-$\mathcal{I}$ and $\mathcal{U}$ denote-the -sets-of $M$ items-and- $N$ users/clients-in-a

recommender - system, - respectively.

These-clients try-to-train-a-global model collaboratively without: sharing their-private-data.

We -assume - that - the-parameter-set-of - the recommendation-model-$\Theta$ consists-of three-parts:

an-item-model-$\Theta_{\operatorname{item}}$ that converts the item-ID-into-the-item-embedding

a-user-model-$\Theta_{\operatorname{user}}$-that infers-user-interest embedding-from-the -user

profile- (e.g., -user-ID or-historical-interacted-items),-and-a predictor -model ${\Theta_

{\operatorname{pred}}}$ that predicts-a-ranking-score -given-an-item-embedding-and-a-user

embedding.

In-each training round, the server-first distributes-the current-global model parameters-$

[\Theta_{\operatorname{item}};\Theta_{\operatorname{pred}}1$ to-$n$-randomly selected clients.

Then-each-selected client computes the update-gradient- $\mathbf{g}=[\mathbf{g}_{\operatorname

{item}}; \mathbf{g}_{\operatorname{user}};\mathbf{g}_{\operatorname{pred}}1$ with-their-local

data.

Following-the previous work~\cite{ijcai2022, - fedattack2022}, -we-assume - they use BPR~\cite

{bpr2009} with-$L_2$ regularization-to train-the local model, -i.e., the -gradient-$\mathbf{g}$ is

generated by optimizing the following-loss function:

\begin{equation}\nonumber
\mathcal{L}_{\operatorname{rec}}=-\operatorname{log}(\sigma(\hat{y}_{\operatorname{p}}-\hat

{y}_{\operatorname{n}}))+\lambda\parallel\Theta\parallel_2/2,

\end{equation}

where - $\sigma$ is the sigmoid- function.

$\hat{y}_{\operatorname{p}}$ and-$\hat{y}_{\operatorname{n}}$-are-the predicted-ranking-scores

of the positive-and negative-items.

Next, - the -client-uploads-$[\mathbf{g}_{\operatorname{item}}; \mathbf{g}_{\operatorname{pred}}1$

to-the server-and updates the local user -model -with $\mathbf{g}_{\operatorname{user}}$, which-is

not-uploaded-due-to-its-privacy-sensitivity~\cite{fairrec2021,fedrecattack2022}.

Finally, -the server-aggregates-all- the received-gradients with-certain-aggregation-rules-and

updates-the global model.

Such-training-round-proceeds-iteratively-until-convergence.

You, last month | 1 author (You)

\subsection{Threat-Model}

You, last month | 1 author (You)

\subsubsection{Attack-Goal.}

The -attacker-aims - to-degrade-the overall performance of - the FedRec system-on-arbitrary-inputs.
You, last month | 1 author (You)

\subsubsection{Attack-Capability-and-Knowledge.}

Since a recommendation system generally has millions of users, ‘we-assume the set of malicious

an additional contrastive learning task that regularizes the
item embeddings toward a uniform distribution in the space.
Then the server identifies these malicious gradients by esti-
mating the uniformity of updated item embeddings. In ad-
dition, our UNION mechanism can be combined with many
existing Byzantine-robust FL. methods to provide more com-
prehensive protection for FedRec systems. Extensive exper-
iments on two benchmark datasets show that our Cluster-
Attack can effectively degrade the performance of FedRec
systems without being detected, and our UNION mechanism
can improve the resistance of the system against many un-
targeted attacks, including our ClusterAttack.

The main contributions of our work are listed as follows:
‘We propose ClusterAttack, a novel untargeted model poi-
soning attack method, which reveals the security risk of
FedRec systems even with existing defense methods.

o We propose UNION, a defense mechanism that improves
the resistance of FedRec systems against various untar-
geted poisoning attacks. To our best knowledge, it is the
first defense mechanism specialized for FedRec systems.
Extensive experiments on two public datasets validate the
effectiveness of our ClusterAttack and UNION methods.

2 Related Work
2.1 Attack & Defense for Recommender Systems

Poisoning attacks against recommender systems and their
defense have been widely studied in the past decades (Lam
and Riedl 2004; Mobasher, Burke, and Sandvig 2006; Zhou
et al. 2016). However, these researches mainly focus on the
centralized recommendation model training. They require
the attacker or the server to have strong knowledge of the
full training data to perform effective attacks or defenses,
such as all user profiles (Burke et al. 2006) or the entire rat-
ing matrix (Li et al. 2016). These methods are infeasible un-
der the FL setting since the server cannot access the data of
the clients. Recently, some targeted poisoning attack meth-
ods have been proposed to boost certain traget items in the
FedRec scenario (Zhang et al. 2022; Rong et al. 2022), while
the untargeted attack and its defense are still less explored.
‘Wau et al. (2022) is a recent untargeted data poisoning attack
against FedRec systems. It subverts the local model training
by choosing items closest to the user embedding as negative
samples and these farthest ones as positive samples. How-
ever, it only manipulates the input training data while keep-
ing the local training algorithm unmodified, which limits its
attack effect. Our ClusterAttack utilizes the vulnerability of
FL and performs a more powerful model poisoning attack,

You, 2 month: Ln 2,

INg=Nu

malicious clients. Fang et al. (2020) propose to perturb the
uploaded gradient by adding noise in opposite directions in-
ferred from normal updates. However, these methods usu-
ally require a large fraction of malicious clients (e.g., 20%)
to achieve a significant performance degradation, which is
unrealistic for a FedRec system with millions of users. To
protect the FL system from potential poisoning attacks, re-
searchers have also proposed several Byzantine-robust FL
methods in the past few years (Yin et al. 2018; Wang et al.
2020). Although these defense methods can guarantee the
convergence of the global model, we found that most of
them perform poorly against carefully-designed poisoning
attacks in the FedRec scenario. Due to the diversity of user
interests, the training data on each client is highly non-IID.
Some gradients uploaded by benign clients may also devi-
ate from others, which makes it more difficult for the server
to disti h these malicious gradients. Our UNION mech-
anism can be combined with existing Byzantine-robust FL.
methods and improves their performance against many un-
targeted poisoning attacks, especially our ClusterAttack.

3 Preliminaries

In this section, we introduce the settings of federated recom-
mendation systems and the threat model used in this work.

3.1 Federated Recommendation Systems

Let Z and U denote the sets of M items and N users/clients
in a recommender system, respectively. These clients try to
train a global model collaboratively without sharing their
private data. We assume that the parameter set of the recom-
mendation model © consists of three parts: an item model
Ojtem that converts the item ID into the item embedding, a
user model O, that infers user interest embedding from
the user profile (e.g., user ID or historical interacted items),
and a predictor model ©p.q that predicts a ranking score
given an item embedding and a user embedding. In each
training round, the server first distributes the current global
model parameters [© ;Opred] to n randomly selected
clients. Then each selected client computes the update gra-
dient g = [gitem: Guser; 8prea) With their local data. Follow-
ing the previous work (Rong, He, and Chen 2022; Wu et al.
2022), we assume they use BPR (Rendle et 009) with
L regularization to train the local model, i.e., the gradient
g is generated by optimizing the following loss function:

Lree = —10g(0 (5 — ) + A | © |3,
where o is the sigmoid function. §j;, and 7, are the predicted
ranking scores of the positive and negative items. Next, the

4 UTF-8 LF LaTeX g Live
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Federated recommendation (FedRec) can train personalized
recommenders without collecting user data, but the decentralized nature
makes it susceptible to poisoning attacks. Most previous studies focus on
the targeted attack to promote certain items, while the untargeted attack
that aims to degrade the overall performance of the FedRec system
remains less explored. In fact, untargeted attacks can disrupt the user
experience and bring severe financial loss to the service provider.
However, existing untargeted attack methods are either inapplicable or
ineffective against FedRec systems. In this paper, we delve into the
untargeted attack and its defense for FedRec systems. (i) We propose
ClusterAttack, a novel untargeted attack method. It uploads poisonous
gradients that converge the item embeddings into several dense clusters,
which make the recommender generate similar scores for these items in
the same cluster and perturb the ranking order. (ii) We propose a
uniformity-based defense mechanism (UNION) to protect FedRec
systems from such attacks. We design a contrastive learning task that
regularizes the item embeddings toward a uniform distribution. Then the
server filters out these malicious gradients by estimating the uniformity of
updated item embeddings. Experiments on two public datasets show that
ClusterAttack can effectively degrade the performance of FedRec
systems while circumventing many defense methods, and UNION can
improve the resistance of the system against various untargeted attacks,

including our ClusterAttack.
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Federated recommendation (FedRec) can train personalized recommenders Without user data, Federated Recommendation (FedRec) can train individualized
without collecting user data, but the decentralized nature makes it susceptible recommenders, but because it is decentralized, it is vulnerable to poisoning

to poisoning attacks. Most previous studies focus on the targeted attack to attempts. The majority of earlier research has concentrated on targeted attacks
promote certain items, while the untargeted attack that aims to degrade the meant to promote certain products, but untargeted attacks meant to harm the
overall performance of the FedRec system remains less explored. In fact, FedRec system's overall performance have received less attention. Untargeted
untargeted attacks can disrupt the user experience and bring severe financial attacks can actually ruin the user experience and cost the service provider a lot of
loss to the service provider. However, existing untargeted attack methods are money. On the other hand, FedRec systems are inaccessible to or ineffectual
either inapplicable or ineffective against FedRec systems. against current untargeted attack techniques.
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Being cautious As an academic writer, you are expected to be critical of the sources that you use. This
| essentially means questioning what you read and not necessarily agreeing with it just because

I Being critical the information has been published. Being critical can also mean looking for reasons why we

/s XA& DXy should not just accept something as being correct or true. This can require you to identify
Classifying and listing ) o R
problems with a writer's arguments or methods, or perhaps to refer to other people’s criticisms
SHX v 2 BEIESEE (XX) v of these. Constructive criticism goes beyond this by suggesting ways in which a piece of

Compare and contrast
P research or writing could be improved.

... being against is not enough. We also need to develop habits of constructive thinking.
Edward de Bono
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Defining terms
Describing trends

Describing quantities

Highlighting inadequacies of previous studies
Explaining causality
Previous studies of X have not dealt with ...
Giving examples Researchers have not treated X in much detail.
Such expositions are unsatisfactory because they ...
Most studies in the field of X have only focused on ...
Such approaches, however, have failed to address ...
Previous published studies are limited to local surveys.
Half of the studies evaluated failed to specify whether ...
The research to date has tended to focus on X rather than Y.
Previously published studies on the effect of X are not consistent.
Smith'’s analysis does not take account of ..., nor does she examine ...
The existing accounts fail to resolve the contradiction between X and Y.
Most studies of X have only been carried out in a small number of areas.
I However, much of the research up to now has been descriptive in nature ...

The generalisability of much published research on this issue is problematic.

Research on the subject has been mostly restricted to limited comparisons of ...
However, few writers have been able to draw on any systematic research into ...
Short-term studies such as these do not necessarily show subtle changes over time ...
Although extensive research has been carried out on X, no single study exists which ...
However, these results were based upon data from over 30 years ago and it is unclear if ...
The experimental data are rather controversial, and there is no general agreement about ...
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